Abstract—A lot of information may be extracted from the Earth’s surface through aerial images. This information may assist in myriad applications, such as urban planning, crop and forest management, disaster relief, etc. However, the process of distilling this information is strongly based on efficiently encoding the spatial features, a challenging task. Facing this, Deep Learning is able to learn specific data-driven features. This PhD thesis introduces deep learning into the remote sensing domain. Specifically, we tackled two main tasks, scene and pixel classification, using Deep Learning to encode spatial features over high-resolution remote sensing images. First, we proposed an architecture and analyze different strategies to improve Convolutional Networks for image classification. Second, we introduced a network and proposed a new strategy to better exploit multi-context information in order to improve pixelwise classification. Finally, we proposed a new network based on morphological operations towards better learning of some relevant visual features.
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I. INTRODUCTION

Earth’s Planet is constantly being modified due to natural and human interference, including hurricanes, earthquakes, new residential and agricultural areas, landfills, etc. It is costly and almost impractical to understand all these changes and developments via on-the-ground observations. Thus, a lot of effort has been employed for obtaining images from the Earth’s surface, i.e., aerial ones. Although a laborious task, it can be justified first by the amount of information that may be extracted from these images and second by the potential usage of this data in several tasks (such as classification and segmentation) assisting in the understanding of a myriad of events. Based on this argument, new technologies have been proposed toward acquiring aerial images with improved quality, resulting in more advanced satellites launched to observe the Earth, as well as, more recently, in drones and unmanned aerial vehicles. These top-notch Remote Sensing Images (RSIs) may provide useful information that could be employed in several Earth Observation applications, including urban planning [1], [2], crop and forest management [2], [3], disaster relief [4], [5], phenological studies [6]–[8], etc.

In general, all the information distilled by these applications are highly dependent on the creation of high quality thematic maps (to establish precise inventories about land cover use [9]) as well as on detection and monitoring of events. However, the development of both tasks, by manual efforts (e.g., using edition tools), is slow and costly, being unfeasible, given the large amount of data. Therefore, automatic methods appear as an appealing alternative for the community. Traditionally, such automatic methods would perform these tasks by using machine-learning based approaches over features encoded by some visual description technique. Therefore, efficiently encoding of these features is one of the most important steps in almost any image-related problem since it is the main key to generate discriminative models. Given this, through years, substantial efforts have been dedicated to develop automatic and discriminative feature techniques [10], commonly called (hand-crafted) descriptors. Some of them [11], [12] were originally proposed and successfully employed in the computer vision scenario and then, experimented into the remote sensing domain, while others [13] were specifically designed for Earth Observation applications.

In the first case, successful descriptors proposed to handle everyday pictures may not have the same favorable outcome for RSIs given the distinct characteristics between these images, which include: (i) perspective, as traditional images typically have a clear definition of fore and background, while, in RSIs, all the pixels should be managed with the same attention, (ii) context, as everyday pictures have a specific notion of context related to the scene while aerial images do not have this concept but have the geographic context, (iii) elementary properties, given that traditional images usually have more complex and rich scenes than aerial ones, mainly when considering low-resolution images, and (iv) channels, as traditional images usually encode only visible information while RSIs may have hundreds or even thousands of bands. Thus, as introduced, based on these specificities and differences, many of these techniques, originally proposed and successfully applied for computer vision applications [14], have not the same success in the remote sensing domain [15]. In the second case, though successfully proposed and employed into the remote sensing domain, each descriptor technique is highly dependent of the intrinsic properties of the image, such as gradient, edges, colors, etc. For instance, a novel descriptor proposed specifically for land-use scenes may not be a good choice for agricultural images. Thus, the development of algorithms for spatial extraction information is still a hot research topic in the remote sensing community [16]. Besides all this, in
a typical scenario, different descriptors may produce distinct results depending on the data. Therefore, it is imperative to design and evaluate many descriptor algorithms in order to find the most suitable ones for each application [17]. This process is also expensive and, likewise, does not guarantee an efficient and discriminative representation.

Overcoming aforementioned limitations, deep learning [18], a branch of machine learning that refers to multi-layered interconnected neural networks, can learn features and classifiers at once, i.e., a unique network may be able to learn features and classifiers (in different layers) and adjust the parameters, at running time, based on accuracy, giving more importance to one layer than another depending on the problem. End-to-end feature learning (e.g., from image pixels to semantic labels) is the great advantage of deep learning when compared to previously state-of-the-art methods [19], such as mid-level (Bag of Visual Words (BoVVW) [20]) and global low-level color and texture descriptors. Among all deep learning-based networks, a specific type, called Convolutional (Neural) Networks [18], ConvNets or CNNs, is the most popular for learning features in computer vision applications. This sort of network relies on the natural stationary property of an image, i.e., the statistics of one part of the image are the same as any other part and information extracted at one part of the image can also be employed to other parts. Furthermore, ConvNets usually obtain different levels of abstraction for the data, ranging from local low-level information in the initial layers (e.g., corners and edges), to more semantic descriptors, mid-level information in intermediate layers and high level information (e.g., whole objects) in the final layers.

The work developed in this PhD thesis [21] was one of the first to introduce deep learning into the remote sensing domain. Given its pioneering spirit, several works published related to this PhD thesis are widely cited and can be considered one of the main references regarding deep learning and the remote sensing domain. Precisely, the main contributions are:

1) A novel ConvNet architecture for remote sensing image classification [22]. This network has fewer layers and parameters, being able to converge using a small quantity of data, demonstrating the effectiveness of deep learning methods to encode features even for the remote sensing domain. This is one of the first works to exploit deep learning for remote sensing image classification. Due to its pioneering spirit, it is the seventh most cited article among all those published at the Sibgrapi conference, since 2015, according to Google Scholar.

2) An extensive assessment to define the best training strategy for exploiting ConvNets for RSI classification [23], [31]. Three distinct training strategies were tested for RSI classification: (i) fully-train, (ii) fine-tuning, and (iii) pre-trained network as feature extractors. Moreover, this evaluation was carried out using six popular ConvNets and three remote sensing datasets. These pioneer works have been widely cited and can be considered some of the main references regarding deep learning for remote sensing applications. Specifically, the work published in [31] has more than 460 citations while the work published in [23] has more than 440 citations (according to Google Scholar). The former work is the sixth most cited article among all those published at the Computer Vision and Pattern Recognition Workshops, since 2015, according to Google Scholar while the latter is the second most cited article among all those published at the renowned Pattern Recognition journal according to the Elsevier website.

3) A new network architecture for pixel classification of RSI [24]. The proposed ConvNet, one of the first for pixel classification of RSI, was evaluated for two distinct datasets, achieving state-of-the-art in both cases.

4) A new strategy to better exploit multi-context information to perform pixel classification of RSI using ConvNets [25]. The proposed technique is capable of aggregating multi-context information without increasing the number of parameters (and the complexity of the network) while defining, in training time, the best patch size to be used for the inference phase.

5) A new paradigm for deep networks that exploits non-linear morphological filters to capture the patterns [26]. This paradigm learns the structure elements of the morphological operation in order to extract the features. With such concept, new morphological layers and networks were created and optimized for RSI classification.

Besides these contributions, many others related to this PhD work were published in [5], [5]–[8], [27]–[30], [32]. The following sections detail each of the contributions obtained from the developed research.

II. ConvNET-BASED SCENE CLASSIFICATION

As introduced, hand-crafted descriptors are created for a specific domain and may fail when applied in another one. For instance, descriptors created to handle everyday pictures in the computer vision domain may fail to encode features of aerial images as well as descriptor techniques conceived to deal with urban aerial scenes may encounter problems in handling agricultural images. Therefore, a data-driven feature learning step, as in ConvNets, is essential to extract all feasible information from the data and create discriminative models. However, ConvNets are hard to train, because of its high number of parameters, requiring a really large amount of annotated data. Going in the other direction, remote sensing domain has huge amount of data but with only few annotations. Hence, it is essential to evaluate if it is feasible to exploit deep learning for aerial images as well as to define the best strategy to do so.

https://scholar.google.com.br/citations?user=cuLQ6NgAAAAJ&hl=pt-BR&venue=ihDe6biV1gJ.2020
https://www.journals.elsevier.com/pattern-recognition/most-cited-articles
The contribution published in [22] introduces a novel network architecture fully trained specifically for the remote sensing domain. This novel architecture, presented in Figure 1, has fewer layers and parameters and is able to converge even using a smaller amount of labeled data. Such network outperformed all traditional baselines, an outcome that demonstrated the ability of networks to learn patterns for RSIs which, opened new opportunities towards a better feature representation.

After verifying the effectiveness of deep learning for RSIs, it was fundamental to analyze and define the best strategies to exploit such technique in this domain. The contributions published in [23], [31] carried out a systematic set of experiments to evaluate three different strategies for the remote sensing domain: (i) fully-train, illustrated in Figure 2 which is the strategy to train a network from scratch (with random initialization of the filter weights), (ii) fine-tuning, presented in Figure 3 that consists in performing fine adjustment in the parameters of a pre-trained network by resuming the training of the model from a current set of parameters but considering a different number of classes ⇒ no weight transfer, Possibly Layers to Freeze, and (iii) feature extractor, presented in Figure 4 which consists in using a pre-trained network as a feature extractor and then train a standard machine learning with such features. Those strategies were tested considering six popular ConvNets, including the proposed PatreoNet, and three remote sensing datasets. The results point that fine tuning tends to be the best strategy in different situations. Specially, using the features of the fine-tuned network with an external classifier, linear SVM in our case, provides the best results. It is worth mentioning that there these works have been widely cited and can be considered some of the main references regarding deep learning for remote sensing applications.

### III. ConvNet-Based Pixel Classification

Although a lot of attention has been given to scene classification, one of the most important application in the remote sensing community is the creation of thematic maps, which may help in understanding events over a specific region, such as new urban areas and deforestation. Essentially, this application is modeled in a supervised manner which should have, as outcome, a class for each and every pixel of the input image. Based on its outcome, this task is commonly called pixel classification (also known, in the computer vision field, as semantic segmentation [1]). Although important, pixel classification is a hard task given that its basic element (the pixel) has not enough information to allow its classification. Therefore, it is essential to research deep learning-based methods that could efficiently exploit the pixel context in order to perform the final classification.

The contribution published in [24] presents a novel network that aggregates the context of the pixel by using overlapping patches, centered on each pixel, that carry the context of the pixel and help understand the spatial patterns around them. This strategy, presented in Figure 5, allows the network to efficiently understand the context around the pixel and correctly classify it.

In the previous work, the input patches delimited the visual context that the network could exploit to learn the spatial features. However, using only one context size, as in the previous and other works [15], could lead to several problems, as distinct classes may require different context sizes. To
alleviate this problem, several approaches [33] exploited multi-context information by combining networks or layers. This process increases the number of parameters resulting in a more difficult model to train. The contribution published in [25] presents a novel technique to perform semantic segmentation of remote sensing images that aggregates information from contexts of multiple sizes (without increasing the number of parameters) while defining the best context size for the testing phase. This multi-context strategy allows the network to capture distinct information of the context of the objects, allowing a better understanding of the scene.

The proposed technique receives as input the data and a distribution over the desired patch sizes. During the training procedure, a size is randomly selected from this distribution and then is used to create a new batch, composed uniquely of patches of that size. This batch is then employed to train the network, that outputs a score for the current batch, which can be any metric (such as a loss or accuracy) that estimates the performance of the network based on the current batch. This generated score is used to update the patch scores, which accumulate, throughout the training procedure, the scores of the patch sizes and are employed in the selection of the best patch size during the inference stage. All the aforementioned steps are repeated during the training process until the number of iterations is reached. As it can be noticed, the multi-context information is aggregated to the model by allowing the network to be trained using batches composed of patches of multiple sizes. An overview of this procedure is presented in Figure 6.

![Figure 5: Each pixel is actually represented by a large context patch, centered on the pixel, in order to include the context of its neighborhood. Those patches are then classified by the network. Note that the predicted class for the context patch is actually the label of the centered pixel.](image)

This proposed technique was evaluated on four high-resolution remote sensing datasets, achieving state-of-the-art in two and yielding competitive results in the remaining two. Among all evaluated methods independently of the dataset, the proposed one has the least number of parameters and is, therefore, less pruned to overfitting and, consequently, easier to train. At the same time, it produces one of the highest accuracies, which shows the effectiveness of the proposed technique in extracting all feasible information from the data using limited (in terms of parameters) architectures. Aside from this, an interesting aspect of the proposed technique is that the networks trained using such approach can be fine-tuned for any semantic segmentation application, since they do not depend on the patch size to process the data. This allows other applications to benefit from the patterns extracted by our models, a very important process mainly when working with small amounts of labeled data [23].

IV. AN INTRODUCTION TO DEEP MORPHOLOGICAL NETWORKS

ConvNets are able to efficiently learn distinct patterns, achieving state-of-the-art in several applications. Although this deep learning technique may be composed of several distinct components (such as convolutional and pooling layers, non-linear activation functions, etc), its core operation is the convolution, a linear filtering process whose weights, in this case, are to be learned based on the input data. Easy and fast to implement, convolutions actually play a major role, not only in ConvNets [18], but in digital image processing and analysis [34] as a whole, being effective for many tasks and employed by several techniques [34]. However, aside from convolutions, researchers also proposed and developed non-linear filters, such as operators provided by mathematical morphology. Even though these are not so computationally efficient as the linear filters, in general, they are able to capture different patterns and tackle distinct problems when compared to the convolutions. In fact, supported by this capacity of extracting distinct features, some non-linear filters, such as the morphological operations [35], are still very popular and state-of-the-art in some scenarios [36]. Therefore, it would be interesting to combine morphological filters and deep learning, creating a new framework capable of performing and optimizing these non-linear operations.

This contribution [26] presents a novel paradigm for deep networks where linear convolutions are replaced by the aforementioned non-linear morphological operations. Furthermore, differently from the current literature, wherein distinct morphological filters must be evaluated in order to find the most suitable ones, the proposed technique, called Deep Morphological Network (DeepMorphNet), learns the filters (and consequently the features) based on the input data.

Technically, the proposed basic framework, capable of performing morphological erosion and dilation, uses operations already employed in other existing deep learning-based methods, so it can preserve the end-to-end learning strategy. The processing of this framework can be separated into two steps.

During the prediction, the accumulated scores over the patch sizes are averaged and analyzed. The best patch size is then selected and used to create patches. The network processes these patches outputting the prediction maps, but no updates in the patch scores are performed. It is important to highlight that the proposed technique can only choose the best patch size within all possible sizes determined by the patch distribution.

![Figure 6: Overview of the training procedure of the proposed dynamic multi-context strategy.](image)
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Depthwise Convolution

Superimposed structuring element $B$

\[ \begin{array}{c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c} \hline
\text{W} & 1.0 & 0.0 & 0.0 & 0.0 \\
\text{W} & 0.0 & 0.0 & 0.0 & 1.0 \\
\text{W} & 0.0 & 0.0 & 1.0 & 0.0 \\
\text{W} & 0.0 & 1.0 & 0.0 & 0.0 \\
\hline \end{array} \]

\[ \begin{array}{c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c} \hline
\text{B} & 1.0 & 0.0 & 0.0 & 0.0 \\
\text{B} & 0.0 & 0.0 & 0.0 & 1.0 \\
\text{B} & 0.0 & 0.0 & 1.0 & 0.0 \\
\text{B} & 0.0 & 1.0 & 0.0 & 0.0 \\
\hline \end{array} \]

1x1 Depthwise min-pooling

\[ \begin{array}{c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c} \hline
\text{Eroded} & 1.0 & 0.0 & 0.0 & 0.0 \\
\text{Output} & 0.0 & 0.0 & 0.0 & 1.0 \\
\hline \end{array} \]

Fig. 7: Example of a morphological erosion based on the proposed framework. The 4 filters $W$ (with size $4 \times 4$) actually represent a unique $4 \times 4$ structuring element. Each filter $W$ is first converted to binary $W^b$, and then used to process each input channel (step 1, blue dashed rectangle). The output is then processed via a pixel and depthwise min-pooling to produce the final eroded output (step 2, green dotted rectangle). Note that the binary filters $W^b$, when superimposed, retrieve the final structuring element $B$. The dotted line shows that the processing of the input with the superimposed structuring element $B$ using the standard morphological erosion results in the same eroded output image produced by the proposed morphological erosion.

The first one employs depthwise convolution \[37\] to perform a delimitation of features, based on the neighborhood (or filter). However, just using this type of convolution does not allow the reproduction of morphological transformations, given that a spatial linear combination is still performed by this convolutional operation. To overcome this, we decompose each filter into several ones (one for each weight of the filter), that when superimposed retrieve the final structuring element. Such filters are converted into binary and then used in the depthwise convolution operation. The output of this step is then processed by a depthwise pooling operation that is responsible to retrieve the final outcome, i.e., the eroded or dilated image. This is the second step of this proposed framework, which is responsible to extract the relevant information based on the depthwise neighborhood. A visual example of this proposed framework being used for morphological erosion is presented in Figure 7.

This framework is the foundation of five types of morphological processing units (or neurons): (i) composed processing units, presented in Figure 8a which have a morphological erosion followed by a dilation (or vice-versa), without any constraint on the weights, (ii) opening and closing processing units, presented in Figure 8b which use morphological erosion followed by a dilation (or vice-versa) with tie weights in order to make them use the same filters, i.e., the same structuring element. (iii) the top-hat processing units, presented in Figure 8c which use an opening or closing morphological processing unit, a skip connection (that allows the forwarding of the input data), and a subtraction function that operates over the processed and forwarded data, generating the final outcome. (iv) reconstruction processing units, presented in Figure 8d which approximate the geodesic reconstruction by processing the input data using two basic morphological operations (erosion and dilation or vice-versa) followed by an element-wise max- or min-operation (depending on the operation) over the processed data and the original input data.

These processing units are employed to create the morphological layers, which provide the essential tools for the creation of the DeepMorphNets. Different from the standard convolutional layer, a single morphological layer can be composed of several neurons that may be performing different operations. This process allows the layer to produce distinct outputs, increasing the heterogeneity of the network and, consequently, the generalization capacity.

The morphological layers are then used to create the DeepMorphNets. The first proposed network is a morphological version of the AlexNet \[38\], presented in Figure 9. Such network was evaluated using two image classification datasets. In both cases, the DeepMorphNet produced competitive results when compared to ConvNets with equivalent architectures. A qualitative evaluation showed that the morphological network is capable of learning relevant filters and extracting salient features. Some of these features are presented in Figure 10.

V. CONCLUSION

In this PhD thesis, we proposed solutions that address important challenges related to the exploitation of deep learning into the remote sensing domain, including data availability, context exploitation, and so on. It was completed in approximately four years (from March 2015 to May 2019) and has resulted in four international journal papers \[5\], \[8\], \[23\], \[25\], and eleven international conference papers \[3\], \[6\], \[7\], \[22\], \[24\], \[27\]–\[32\].

Future work includes better analyze the effectiveness of the morphological neurons, combine ConvNets and DeepMorphNets, adapt DeepMorphNets to pixel classification, and implement more moderns architectures:

- Analyze the effect of each type of morphological neuron. This topic involves understanding the benefits of each type of morphological neuron and analyzing which ones are the best for each scenario. This is an interesting topic given that each type of neuron produces distinct outcomes. Therefore, this analysis would allow the definition of which neurons are most suitable for each application.
- Combine ConvNets and DeepMorphNets. This is a captivating research topic given that it focuses on extracting and combining the benefits of convolutional and morphological networks. As introduced, these techniques are able to capture distinct features. Hence, a combination of these approaches should be able to create a better representation, mainly because of the generated diversity.
Adapt the deep morphological networks to perform pixel classification. This is a direct application of the proposed DeepMorphNets. In this thesis, such network has been evaluated only for remote sensing scene classification. Therefore, it should be natural to apply the proposed networks for remote sensing pixel classification.

Implement modern layers and architectures based on the deep morphological networks. There are several modern layers (such as the ones with dilated filters) and architectures (including ResNets [39] and DenseNets [40]). It is an interesting research topic to analyze if it is feasible and logical to adapt the deep morphological networks to recreate these techniques.
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