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Abstract—Evaluating retargeting image operators is a subjec-
tive task and, therefore, challenging to execute without human
interference. Image Retargeting Quality Algorithms execute this
task, giving some score to the retargeted image and, usually,
trying to get a result similar to a human opinion since humans
generally agree with each other on the quality of a resized image.
Therefore, we propose an Autoencoder-based IRQA named Au-
toEncoder Information MaP Similarity (AEIMPS) to address this
task using the NVAE architecture. In our experiments, besides the
retargeting ratio, we use the latent space and the reconstructed
image in the IRQA. AIEMPS achieved an average performance
compared to other IRQAs in the literature.

I. INTRODUCTION

Many multimedia applications use images, and retargeting
images is necessary since the available space does not support
the image dimension. In this context, content-aware image
retargeting operators are employed [1], [2] because they can
preserve the regions of interest and produce images with fewer
distortions, see Fig. 1.

Although there exist a few algorithms [3]–[8], and due
to the subjective nature of the problem, evaluating such
algorithm results is not a trivial task. The main drawback
is the different shapes between the original image and the
retargeted one. Such a drawback cuts off many well-known
image quality algorithms, such as Peak Signal-to-Noise-Ratio
(PSNR), the Structural Similarity Index (SSIM) [9], and the
Visual Information Fidelity Index (VIF) [10].

(a) Original. (b) Cropped. (c) Shift-map [5].

Fig. 1. Image retargeting process.

Many authors have proposed Image Retargeting Quality
Algorithms (IRQAs) to overcome such a drawback [11]–[14].
Usually, such algorithms create a pixel matching mapping
between the original image to the retargeting one, indicating
a degree of content preservation [15]. Then, after applying

some similarity criterion or measure of distance [16], one can
recall the retargeting quality based on content matching and,
perhaps, content relevance.

In this work, we propose an IRQA using the NVAE
architecture [17], an Autoencoder (AE). Our proposal uses
encoders and decoders, internal parts of NVAE, to predict
quality in the sense of consumer perceptions. The motivation
behind NVAE it is its ability to reconstruct the input (in
our context, images) based on more concise representations.
We named our proposal the AutoEncoder Information MaP
Similarity (AEIMPS). From that, we can analyze the absence
of visual distortion that may arise from resizing, which may
compromise the quality of the final result. So far, to our
knowledge, no studies have been produced that address the
problem from that perspective.

This paper follows the subsequent organization. In Sec-
tion II, we detail our proposal. Then, in Section III, we
describe the experiments and results. In Section IV, we detail
some possible shortcomings. Finally, in Section V, we discuss
some final considerations.

II. PROPOSAL

In short, our proposal combines both the latent space and the
reconstructed image to compute the quality in a metric fusion
fashion, see Fig. 2. We denote the latent space as e(·) and
the reconstructed image as d(e(·)). Additionally, we denote
the retargeting factor as ρ(·, ·) – the aspect ratio difference
between original I and retargeted J images.

J NVAE Encoder e(J) NVAE Decoder d(e(J))

I NVAE Encoder e(I)

Fusion

ρ(I,J)

Fig. 2. AEIMPS flowchart.

We expect to observe two aspects by analyzing the latent
space and the reconstructed image in AEIMPS. The first one
is related to the latent space. We genuinely believe the code



(latent space vector) carries valuable features representing the
image content. We support that a satisfactory retargeting image
has a similar code to its original, while an unsatisfactory
one has a code “missing” such valuable features. Thus, the
difference between codes is how we account for such a quality.
The second aspect AEIMPS aims for is the reconstruction
effect of NVAE. It is expected that the reconstructed image
drops some distortion, thus, being “restored”, i.e., d(e(J)) ≈ I.

As for the fusion strategy, since more than one information
is yielded (e(J), e(I), d(e(J)), ρ(I,J)), a successful strategy
must combine such informations into a single score. This task
has several fusion combination strategies such as simple aver-
aging, product, linear addition, and non-linear combination. In
Section III, we describe the basis scores and their combination.

III. EXPERIMENTS AND DISCUSSION

This section presents the experimental framework followed
in this paper alongside the results and discussions on them. A
GitHub repository with all code and experiments is available
at https://github.com/LeviCC8/SIBGRAPI-WIP-AEIMPS.

A. Experiment Setup

1) Dataset: The experiments use the NTHU Retargeting
Image Dataset (NRID). Such a dataset has 57 images with
different shapes and contents in which each one is retargeted
to 50% or 75% of the original shape size, using only three out
of ten operators. Each pair of original and retargeted images
is associated with a Mean Opinion Score (MOS), representing
a subjective measure, ranging from 0 to 100, of how well the
retargeting operator achieved a good result.

2) Pre-processing: We scaled each image pixel between 0
and 1 and resized them with padding to shape 3×32×32 using
the bilinear method1, see Fig. 3. This resizing is necessary for
the input size of the chosen AE architecture. We used the
NVAE as AE, while its weights and configuration were taken
from the official implementation at GitHub, choosing the one
trained on ImageNet.

(a) Vertical padding resizing. (b) Horizontal padded resizing.

Fig. 3. Resizing for NVAE input layer.

3) Metric fusion: For the sake of simplicity, consider both
X,Y are tensors of rank-3 (rows, columns, and channels) such

1The NVAE is a AE based on PyTorch, i.e., it uses the channel-width-height
notation. However, in this paper we use the width-height-channel notation.

as X ∈ RM×N×C and Y ∈ RM ′×N ′×C . Next, we describe
the basis information and their combination.

cmae(X,Y) = 1− ∥ X̄− Ȳ ∥1
M ×N × C

. (1)

fnorm(X) = ∥ X ∥F . (2)

cnorm(X) =
1

C

C∑
c=1

fnorm(X∗,∗,c). (3)

ρ(X,Y) =
min(M,M ′)min(N,N ′)

max(M,M ′)max(N,N ′)
. (4)

Also, the X̄ and Ȳ stand for their scaled version between 0
and 1, i.e., 0 ≥ X∗,∗,∗, Y∗,∗,∗ ≥ 1.

Regarding the derived fusion strategies, we detail them as
follows:

• FUSION 01. The Compl. of Mean Absolute Error score
between the image and its retargeted reconstruction from
the AE, i.e., cmae(I, d(e(J)));

• FUSION 02. Weighted Compl. of Mean Absolute Error
by retargeting factor between the image and its retargeted
reconstruction, i.e., ρ(I,J) · cmae(I, d(e(J)));

• FUSION 03. Weighted Compl. of Mean Abso-
lute Error by the inverse of Retargeting factor be-
tween the image and its retargeted reconstruction, i.e.
ρ(I,J)−1cmae(I, d(e(J)));

• FUSION 04. The Compl. of Mean Absolute Error
score between the image and its reconstruction from
the AE to the power of the Retargeting factor, i.e.,
cmae(I, d(e(J)))ρ(I,J);

• FUSION 05. Retargeting factor to the power of
the Compl. of Mean Absolute Error score between
the image and its reconstruction from the AE, i.e.,
ρ(I,J)cmae(I,d(e(J)));

• FUSION 06 up to 09. Linear combination (using α, β)
between the Compl. of Mean Absolute Error score be-
tween the image and its reconstruction from the AE and
Retargeting factor, i.e., α · cmae(I, d(e(J)))+β · ρ(I,J).
Fusion 6 with (0, 5, 0.6), Fusion 7 with (0.8, 0.2), Fusion
8 with (0.2, 0.8), and Fusion 9 with (0.1, 0.9);

• FUSION 10. The Compl. of Mean Absolute Error score
between the retargeted and its retargeted reconstruction
from the AE, i.e., cmae(J, d(e(J))).

• FUSION 11. Average norm by channel between the
difference of original and retargeted image codes, i.e.,
cnorm(e(I)− e(J)).

• FUSION 12. Weighted Average norm by channel be-
tween the difference of original and retargeted image
codes by the Retargeting factor, i.e., ρ(I,J)·cnorm(e(I)−
e(J)).

• FUSION 13. Norm of the retargeting code, i.e.,
norm(e(J)).

B. Results and Discussion

Since critical subjective components exist in the evaluation,
one must employ a subjective test to assess how the IRQA
output agrees with a typical human subject. To do so, we



employ four statistical measurements as suggested by the
video quality experts group (VQEG) HDTV, a strategy also
applied by [18]–[20].

The measurements are the linear correlation coefficient
(LCC), the Spearman rank-order correlation coefficient
(SRCC), the root mean square prediction error (RMSE), and
the outlier ratio (OR). In all cases, higher LCC and SRCC
coefficients represent higher agreement, while lower RMSE
and OR values indicate smaller errors between the two scores;
therefore, a better performance.

For a proper IRQA assessment, one must map each score
according to the following five-parameter logistic function

f(x) = β1

(
1

2
− 1

exp (β2 (x− β3))

)
+ β4 x+ β5, (5)

where {βi}5i=1 are regression model parameters, determined
by minimizing the sum of squared differences between IRQA
scores and MOS.

In Table I, we show the results from the validation between
the mapped scores and the MOS. The best score among the
fusion is the linear combinations regarding the results. Such
a finding can indicate some relevance in the ρ(.) to compute
the scores to measure the retargeting quality. Regarding the
OR values in Table I, we observed some stability with 0.
This finding reinforces that none of the combinations yielded
a single atypical prediction. However, we noticed high RMSE
between the MOS values and the scores.

In Table II, we present a comparison between our best result
and other IRQAs in the literature. The other IRQAs scores
were taken directly from [15]. Concerning LLC, SRCC, and
RMSE, AEIMPS achieved an intermediate rank compared to
the others. However, it achieved the best OR value which
supports that our proposal is very promising.

TABLE I
RESULTS

IRQA LLC SRCC RMSE OR
Fusion 01 0.3404 0.3175 12.6944 0.0
Fusion 02 0.5288 0.4544 11.4587 0.0
Fusion 03 0.4313 0.3598 12.1809 0.0
Fusion 04 0.0436 0.0563 13.4880 0.0
Fusion 05 0.4963 0.3584 11.7205 0.0
Fusion 06 0.5268 0.4546 11.4756 0.0
Fusion 07 0.4476 0.4225 12.0730 0.0
Fusion 08 0.5356 0.4557 11.4007 0.0
Fusion 09 0.5333 0.4552 11.4211 0.0
Fusion 10 0.1390 0.1190 13.3699 0.0
Fusion 11 0.3314 0.3209 12.7382 0.0
Fusion 12 0.1250 0.1154 13.3972 0.0
Fusion 13 0.3774 0.4216 12.5023 0.0

We expect to observe two behaviors by analyzing the latent
space and the reconstructed image. The first one, hopefully, the
latent space, used to reconstruct the image in the AE output,
carries valuable features to represent the image content. In the
second one, we expect that the reconstructed retargeted image
by the latent space drops some retargeting failures. Therefore,
they could be used to measure the retargeting quality of
operators computing the scores values.

AEIMPS
58.04

(a) Face image for AEIMPS.

AEIMPS
17.02

(b) Kodim04 image for AEIMPS.

Fig. 4. AEIMPS in action.

TABLE II
PERFORMANCE COMPARISON BETWEEN IRQAS AND OURS (AEIMPS).

IRQA LLC SRCC RMSE OR
FMID (2017) [21] 0.7974 0.7984 8.3780 0.0643
ARS (2016) [14] 0.6835 0.6693 9.8550 0.0702
BIMS (SIM - NLIN) [15] 0.6503 0.6283 10.0484 0.0135
PGD (2014) [13] 0.5403 0.5409 11.3610 0.1520
GIST (2015) [22] [23] 0.5443 0.5114 11.3260 0.1579
NR (2016) [24] 0.5371 0.4926 - 0.1928
AEIMPS 0.5356 0.4557 11.4007 0.0000
GLS (2014) [12] 0.4622 0.4760 10.9320 0.1345
CSim (2011) [20] 0.4374 0.4662 12.1410 0.1520
EH (2001) [25] 0.3422 0.3288 12.6860 0.2047
EMD (2009) [26] 0.2760 0.2904 12.9770 0.1696
SIFT-Flow (2011) [11] 0.3141 0.2899 12.8170 0.1462
BDS (2008) [27] 0.2896 0.2887 12.9220 0.2164
PHOW (2007) [28] 0.3706 0.2308 12.5400 0.2222

IV. SHORTCOMINGS

In this section, we detail some shortcomings that may be
harming the performance of AEIMPS. They are chosen based
on some suspicions and are not proven. We describe the
suspicious shortcomings:

• Employed AE. We use the NVAE architecture trained
in the ImageNet dataset. Other architectures may have
emphasis on the quality of the generated latent space
such as InfoVAE [29]. Therefore, the latent space and
the reconstructed image by NVAE may not be suitable
enough to our problem;

• Unsuitable fusion strategies. In the fusion step of
AEIMPS, we use the metrics based on the retargeting
reduction factor, CMAE, and norm distance. Some of
these may not be appropriate to measure the image
retargeting quality;

• Input shape of AE. The input shape of the chosen
architecture is 3 × 32 × 32. Therefore, the images have
to be resized to this shape, resulting in distortions and
information loss. Thus, harming the final score.

V. CONCLUSION

In this work, we proposed an ANN-based IRQA using
the NVAE architecture named AutoEncoder Information MaP
Similarity (AEIMPS). AEIMPS employs scores based on the
latent space and the reconstructed image information in several
configurations, applying functions such as cmae and the norm
of difference. The results were adjusted using a mapping
function and compared with the MOS values from the dataset.



Statistical metrics (LLC, SRCC, RMSE, and OR) evaluated
the results, indicating that a linear combination with the cmae
score between the original image and its reconstruction from
the NVAE and the retargeting factor achieved is our best con-
figuration. Such a configuration ranked mid rank against other
IRQA and avoided outliers during image retargeting quality
prediction. As future work, we are investigating more basis
metrics to explain how AEIMPS (framework) can perceive
image retargeting quality alongside other AE architectures.
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