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Abstract—We propose a platform consisting of a data lake
that has been implemented as a web-based service, to specifically
solve the Covid-19 data production and processing problem. The
main idea is that it can be used by data scientists working on
COVID-19-related projects in order to access as much data as
possible in one repository and be able not only to analyze that
data but also to manage and contribute to new data. Through
this platform, it has been possible to dynamically aggregate
different data repositories related to the COVID-19 pandemic,
in order to provide users, through a web interface, tools for use,
transformations, and collaboration of data, as well as analysis and
visualization tools integrated to geographic information systems.

Index Terms—Covid-19, Data Lake,

I. INTRODUCTION

Since the beginning of 2020, the world population has been
threatened by the pandemic caused by Severe Acute Respira-
tory Syndrome Coronavirus 2 (SARS-CoV-2) [1], worldwide
known as Covid-19. Officially declared a pandemic by the
World Health Organization (WHO) on March 11, 2020, the un-
fortunate initial expectation regarding the disease has become
reality in a few months. Almost two years later, more than
585 million cases have been confirmed worldwide, and more
than 5.42 million deaths. In Brazil, one of the current main
focuses of the disease, there are more than 34 million cases
and 680 thousand deaths according to the Center for Systems
Science and Engineering (CSSE) at Johns Hopkins University
[2]. Such expressive numbers confirm the high rate of virus
contamination, and even though this pandemic seems to be
nearing its end, its negative legacy justifies the importance of
initiatives to prepare for the future.

Since millions of people are affected by COVID-19 in the
world, the amount of data being generated and stored is huge.
Given this volume, it turns out to be complicated to analyze
and establish viable solutions to control the pandemic [3]. Over
its course, forecasting the pandemic’s behavior was (and still
is) one area of significant interest to the academic community.
In particular, the use of machine learning to predict the
outbreak of the virus, as well as possible deaths in the near
future was widespread. Several data-driven approaches can be
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found in the literature [4]–[6] with development of models
based on ARIMA, SEIRD, auto-encoders, among others.

This heavy use of machine learning and data-driven ap-
proaches concentrates considerable efforts of the development
of the data used. Figure 1 presents the stages of machine
learning workflow. It can be noticed that three stages are
directly focused on data: data collection, data cleaning, and
data labeling.

Fig. 1. Stages of Machine Learning Workflow [7]

Nonetheless, dependency on data has some drawbacks.
Identified data dependencies in machine learning systems is
a key factor that contributes to technical debt [8]. Verma [3]
also noticed the lack of standard datasets as one of the major
challenges that big data platforms and applications currently
meet. To address that, in this work, we aim to contribute to
the set of data applications for machine learning by providing
a solution that encompasses a repository of data, namely a
data lake, enriched with analytical capabilities and focused on
COVID-19 data.

The work presented here is part of a collective effort of a
group of researchers that compose the N-COVID team. In light
of the pandemic unfolding situation, the Natalnet Laboratories
of UFRN has created a team to work on the development of
studies, procedures, and technological innovations to face the
COVID-19 pandemic and contribute to related topics. This
project has support from CAPES, Brazil, and its central goal
is to develop methods for predicting the dynamics of viral
epidemics and pandemics with clustered data analysis from
the perspective of artificial intelligence.

As part of this project, two integrated systems are being
built: one related to the evaluation and application of data-
driven models to predict coronavirus outbreaks; another that
supports the consumption, production, and management of
data relating to the users of the system, and the pandemic and
the system as a whole. This is an effort that is being carried out
in collaboration with other students from the same graduate



program working on different aspects. The contributions of
the work in this document are limited to the second type of
system developed for the endemic and pandemic prediction
project.

II. DATA MANAGEMENT AND ANALYTICS FOR COVID-19

Based on the developments of other team members, includ-
ing work that led to previous publications, we identified the
lack of a central storage location for data used. The absence of
proper analytical solutions to manage and visualize the data
was identified as well. In this context, our research can be
considered under the theme of data management and analytics.
Since the ultimate goal is to have contributions that can be
favorable in fighting the current and future epidemics, and not
to distance ourselves from the motivation and issues that led
to the initial consideration of the current research, throughout
its development we try to answer our main reseaarch question
stated as is there an epidemic-related data aggregation, man-
agement, and availability tool with geographic information
support aimed at data scientists for Covid-19 pandemics?

To answer this question, we proposed to first study, verify,
and analyze existing solutions related to COVID-19, as well
as general purpose ones, in order to identify possible gaps
and areas of improvement. In addition, based on the afore-
mentioned problem, we formulate our research hypothesis,
to be investigated throughout this work, as it is possible to
dynamically aggregate different data repositories related to the
COVID-19 pandemic, in order to provide users, through a web
interface, tools for use, transformation, and collaboration of
data, as well as analysis and visualization tools integrated into
geographic information systems. Thus, the main contribution
of this project is the data lake itself, which has been developed
as a web-based service, and that can be used by data scientists
working on COVID-19-related projects, in order to access as
much data as possible in one repository and be able not only
to analyze that data but also to manage and contribute with
new data.

A. Big Data

One of the most widely used definitions of big data comes
from the Information Technology Glossary of Gartner, Inc., a
research and advisory firm, as Big data is high-volume, high-
velocity and/or high-variety information assets that demand
cost-effective, innovative forms of information processing that
enable enhanced insight, decision making, and process au-
tomation.

The 3 Vs (volume, velocity, and variety) became for a long
time the standard when referring to big data. Later on, veracity
and value were also introduced into the definition, forming
the 5 Vs of big data [9]. Below are some details on those
characteristics:

• Volume: the word ”big” in the term makes this perhaps
the most associated aspect of big data. In fact, the ability
to process large quantities of data is a key factor for the
adoption of big data in industry.

• Velocity: if the volume of data is huge, the speed with
which this data is being generated is just as great.
Precisely because of that, the timing of processing this
amount of information is also to be considered. The
velocity aspect accounts for both the generation and
processing of data.

• Variety: when dealing with big data, information comes
in a wide variety of forms, and this represents a break
with traditional ways of storing data. The need to meet
this demand for adaptation to the heterogeneity of sources
and formats is handled in the various aspects, which
also accounts for differences in the importance of these
sources of information depending on the nature of the
business.

• Veracity: dealing with the aspects above causes a need
to assess the quality of data. Missing or dirty data or
even data that does not correspond with reality may have
negative consequences on the process. The goal of the
veracity aspect is to make sure the information obtained
is authentic and useful.

• Value: this is the most important aspect of big data and
it refers to the capacity of turning data into something
valuable. The simple fact of having data is not sufficient
to justify all the work and resources that are generally
needed in big data.

Loshin [10] advocates the necessity of looking beyond
the definition to understand the big data concept. At its
core, applying innovative and cost-effective techniques when
dealing with modern high-resources demanding problems is
what makes big data. Figure 2 illustrates this concept.

Fig. 2. Big Data Concept [10]

B. Data Warehouse

The data warehousing idea is present in the literature since
the late eighties [11]. At that time, IBM was trying to help
users concentrate efforts on the information rather than on the
means for obtaining it. The original architecture, based only on
a relational database, proposed separation between operational
and informational systems’ data, with the latter periodically
supplying the former with updates.

Operational databases keep stored the information needed
to enable system transactions. They are used to record and



perform pre-defined operations, and are stored in specific for-
mats according to the needs of the system. Also, control over
this source of data is little to none. Informational databases,
on the other hand, store analytical data, usually over a large
historical period. They are able to preform complex queries
and need access to information as quickly as possible. [12]

From the informational databases [13], the recognized father
of the data warehousing concept defines a data warehouse as
a subject-oriented, integrated, nonvolatile, and time-variant
collection of data in support of management’s decisions. In
contrast with operational systems, the subject-oriented na-
ture of data warehouses turn the focus from application to
subject. For instance, in an industry context, subjects could
be customers, products, and sales. The process of defining
those subjects is very important in the construction of a data
warehouse. Integration is one of the main characteristics of a
data warehouse. It is responsible for defining a single repre-
sentation for the data coming from the different systems that
will compose the data warehouse’s database, thus diminishing
inconsistencies when representing the same information. Non-
volatility in a data warehouse restricts changes that can be
made to data. Once a set of data is loaded into the warehouse,
it can be accessed, but no updates can be done in this set. Only
its replacement by a new set is permitted, creating a history
of snapshots in the data warehouse.

The last characteristic - time variance - implies the existence
of some form of time marking in every unit of data in the
data warehouse. Unlike operational databases in which an
element may or may not be present in the key structure, for
a data warehouse this is a requirement, making data always
consistent within a period of time. Data Warehousing promotes
the development of applications based on a self-service model
[14], in contrast to the traditional report-oriented model. In a
data warehouse environment, end users access data and create
their own reports directly through user-friendly query tools
that implement ad-hoc searches to a consolidated base [15].

The independence of specific, inflexible solutions for pro-
cessing management information is one of the main attractions
behind investments in data warehouses. These characteristics
of independence and flexibility, however, hide a complex
process of extracting, processing, and loading operational data,
which can involve hundreds of databases maintained by dozens
of provider systems.

C. Data Lake

A Data Lake can be seen as a collection of data, with origin
in different sources, and stored in raw format, without being
processed for a specific purpose. Roughly, it is a repository to
store data leaving them available to be analyzed and worked
on other applications, as needed, and contemplates the storage
universe that is defined in the architecture design, acquisition,
and storage of data. It can be noticed that a data lake is a
concept, not a technology. In fact, several technologies may
be needed to implement a data lake. They are designed for data
consumption in a process that involves collecting, importing,
and processing data for storage or later use. It does not require

the creation of a schema before preparing data for storage,
since it is based on the schema-on-read principle [16]. Data
can simply be consumed and the schema created and applied
when the data is used for analysis.

Although data lake and data warehouse concepts may seem
interchangeable, they have different purposes. Both of them
function as big data repositories and are mainly used for
storage, with data lakes being able to store structured, unstruc-
tured, and semi-structured raw data whereas data warehouses
are limited to the first category. Because this process of
transforming data before storing it, in a data warehouse, can be
complex and time-consuming, data lakes have the advantage
of being able to collect data without an immediate specific
intention. Table I highlights the main differences between data
warehouses and data lakes.

Characteristic Data Warehouse Data Lake
Data structured structured, unstructured,

and semi-structured
Schema schema-on-write schema-on-read
Data Quality processed data raw data
Agility less agile with fixed con-

figuration
highly agile with recon-
figuration as needed

Users business professionals Data scientists, develop-
ers, and business analysts

TABLE I
DATA WAREHOUSE AND DATA LAKE COMPARISON

To leverage the information around raw data, data lakes
usually add a layer of context over the data, associating it
with some meaningful knowledge [17], but that is not always
the case. There are four aspects of a dataset in the context of
data lakes [18]: 1) storage systems in which they are hosted
may differ; 2) their formats may also be different; 3) useful
metadata may either not be present or be described in different
formats; 4) they are susceptible to changes over time.

The flexibility of this kind of repository sets data scientists
and analysts as the target audience of data lakes. Their need for
advanced filters and analysis applied to the data beforehand,
aligned with uncertainty over which specific part of data has
actual influence in their projects, makes data lakes a very
useful feature. For a better understanding, Figure 3 displays
the life cycle of data in the context of a data lake.

Data Acquisition Data Processing Data AnalysisSources of Data Stored Data

Metadata Management

Fig. 3. Life Cycle of a Data Lake [19]

The data may be acquired from multiple sources in a
process that may require different techniques. At the time of
acquisition, the data, in its raw format, becomes part of the
data lake. Further processing may be executed on data to derive
meaningful information or to be transformed into alternate



formats. Original data is always kept. The data is further
analyzed and stored according to project-specific requirements.
While the data flow into a data lake from the point of
acquisition, its metadata is captured and managed [19].

D. Big Data Analytics

Big data analytics (BDA) has received considerable atten-
tion over the past years. It is closely related to decision-making
processes and can be seen as an evolution of the set of decision
support technologies popularly known as business intelligence
(BI) [20], [21]. As research on data science evolves, com-
bining techniques from the nineties and new research trends
concerning big data, machine learning, and computational
statistic, big data analytics starts to play an important role in
knowledge-intensive organizations [22]. The term is defined
as a holistic process that involves the collection, analysis, use,
and interpretation of data for various functional divisions with
a view to gaining actionable insights and creating business
value [23]. In an even broader definition, BDA condenses the
process and tools used in order to extract insights from big
data. Its scope relates not only the data upon which analysis
in performed but also to elements of tools, infrastructure, and
means of visualizing and presenting insights [24].

Thus, an important aspect that must be taken into account
is that the method used for big data analytics must extract
knowledge from the data in an interpretable way, that is, the
computational techniques used to perform this task must make
the implicit patterns, existing in the data, transparent for those
who use them, providing a better understanding. [25]

III. RELATED WORK

One of the most important works on data lake was intro-
duced in 2017 [26], with an open source data lake service that
provides a RESTful API for managing data called CoreDB.
Being a database-as-a-service application, users are able to
create datasets in the data lake and perform CRUD operations
on them. Both relational databases and NoSQL databases are
supported and can be specified at the time of dataset creation.
Indexing and querying are also available and are leveraged
under the hood by Elasticsearch. Security, access control, and
tracing are also handled by CoreDB.

Another system developed is Constance [27], which has
as its main focus the management of metadata information
with support for discovery, extraction, and summarization of
metadata in data sources. A semantic metadata matching was
created to annotate incoming data and link semantic equivalent
elements across sources. To handle the tasks of data ingestion,
metadata management, and query answering, a unified user
interface is provided. Idealized as a generic system, the authors
claim it can be extended to solve problems in other specific
data lake systems.

Specifically, regarding Covid-19, a tool called the COVID-
19 Watcher [28] was initially created in 2020 with data for
the United States with three sub-levels of geographical orga-
nization. The authors developed a methodology to aggregate
county-level COVID-19 data into metropolitan areas, with

the information provided to users via a public dashboard.
Collected data comes from three different sources and is
updated automatically at each hour in a process that validates
the size and format of files. At the time of this writing, access
to the website of the project was not available.

The team at Amazon Web Services (AWS) maintains the
COVID-19 Data Lake, centralizing datasets associated with
the current pandemics. The data lake provides a vast cata-
log ranging from tests, cases and deaths to vaccination and
availability of hospital beds. Almost all of the information is
concentrated either on the U.S. states or globally at the country
level. The data is hosted on AWS S3, and is publicly available
as is in both CSV and JSON formats. A sample dashboard is
provided in order to display some of the capabilities when
working with the data in conjunction with other AWS paid
services, but it is not maintained alongside the project.

A COVID-WAREHOUSE that integrates COVID-19 data
from the Italian Protezione Civile Department in conjunction
with pollution and climate data from two Italian regions
was also developed [29]. Epidemiological and climate data
are updated automatically trough scripts. On the other hand,
pollution data are manually collected. Since they are using
the data warehouse concept, all data is processed and treated
at the moment of integration into the system to comply with
a common schema. The authors also present a case study in
which the COVID-WAREHOUSE is used to analyze a possible
correlation of pollution, climatic events and the evolution of
the pandemics.

The C3.ai, a software provider with focus on AI technolo-
gies, released the COVID-19 Data Lake with more than 40
sources of data unified into a cloud image and seeking to be
the largest source of pandemic-related data. Not only epidemi-
ological tracking data is supplied for several countries but also
data on virus, clinical records, mobility trends, demographics
and imaging. The team also provides a knowledge graph to
show linkages across datasets. The data lake can be accessed
free of charge through a RESTful API where information is
modeled into types like outbreak location, diagnosis, vaccine
coverage, among others.

Work F1 F2 F3 F4 F5
COVID-19 Watcher Yes No Yes No No
AWS COVID-19 Data Lake Yes On AWS No Yes No
COVID-WAREHOUSE Part. No Yes Yes No
C3.ai COVID-19 Data Lake Yes Yes No Part. No
CoreDB No Yes No No Yes
Constance Yes No No No Yes

TABLE II
RELATED WORKS AND THEIR MAIN FEATURES

Table II summarizes the works most related to ours, with
their several features observed: automatic updates, availability
of data via API, integrated analytics, geo-information support,
and user-provided data.

IV. DATA LAKE PROPOSAL AND IMPLEMENTATION

As seen, existing solutions are limited in terms of features
and their usage by third-party projects is not straightforward.



Therefore, data scientists still face the problem of not having
at their disposal a reliable and unified source of data that could
optimize the machine learning workflow. Given this reality and
all the issues involved, we see the opportunity to contribute
to the scientific community with our proposal. Our proposal
consists of developing a data lake distributed in a software as
a service (SaaS) fashion. The initial blueprint is composed
of three main modules: data collection and management,
metadata management, and data analytics. The modules will
be seamlessly integrated with all layers abstracted from the
main user, who would access the system either via a unified
interface on the web or via RESTful API.

The core of the system is the data collection and man-
agement module. This module is responsible for gathering
data from multiple sources. Due to the dynamic nature of
the system, users will be able to add new sources of data
from static files and also from online resources, defining the
frequency of updates to be later fetched by the system or using
webhook endpoints to inform of updates to the data. Next, the
metadata management module is responsible for the unified
semantics of all data present in the data lake. Each dataset
owner will be able to associate community-crafted information
terms to add meaning to its own data. For example, only by
looking at raw data, the system cannot infer how the number
of confirmed positive cases is stored in each source. Even
considering only CSV files, header columns may or may not be
present, or maybe in different languages. Hence the importance
of this module in the collective nature of the solution we are
to provide.

Finally, being the last module, data analytics support is very
important in this project. We aim to provide data scientists with
exploratory data analysis and enhanced business intelligence-
powered visualization tools. This module’s goal is to save
time and resources spent on the initial phases of models’
development to help users to better understand the information
at their disposal as well as its dirtiness, completeness, and
possible existing trends. Currently, a prototype of our proposal
has been implemented and is being used by the N-COVID
team. Despite being in a proof-of-concept format, so far,
experiments had led to a deepening of knowledge on the
subject besides functioning as requirements gathering phase
so that team’s demands could be better understood.

V. EXPERIMENTAL EVALUATION OF THE PLATFORM

Figure 4 shows the initial interface of our platform. It starts
with visualization of data from Brazil as a whole and allows
the user to see data from the states, just by selecting the
map to get data from a specific state. Currently, it is showing
predictions using LSTM approach [6]. However, other source
codes can be easily deployed following the same process using
our proposal. In the following, we show experiments about
usability and other issues related to our web data lake platform.

A. Deployment of Code and Data

Our platform allows having data deployed on the website
coming from different official sources. At the present, a

Fig. 4. Initial interface of the N-Covid platform (http://ncovid.natalnet.br/)

currently available data source is the one gathered and made
available by Wesley Dash at https://covid19br.wcota.me/. On
a daily basis, the system fetches a CSV file from the WCota
repository and separates data by each state and nationally, fil-
tering the features of interest and storing the results internally.
A microservice called data manager reads from those files and
provides the data via an API to be displayed as a time series
on the website.

The same data is used separately to train prediction models
that are developed by researchers working on our current
project. The source code for such models is encompassed in
a docker container and deployed to our server. Upon startup,
each container communicates with a model registry to inform
its availability to train new model instances. This step is
necessary in order to provide the training options on the
user interface. The container then starts to listen for training
requests. Due to the time a container needs to train a new
instance, communication between the container and the user
is made via asynchronous messaging started by the website.
Each container is responsible for a type of prediction model
(like the model named Autoregressive SARIMA, for example),
and a correspondent unique identification is also present on
the request message. A message broker handles incoming
messages, forwarding them to the containers which, based on
the identification type, decide whether or not to take further
steps.

On the occasion that a container receives a request to train
a new instance of its type, it communicates with the data
manager to fetch the most up-to-date data for a range of dates
indicated in the request. The data is returned as a JSON, and
the training process starts. At the end of the process, a file
with metadata on the new instance is generated along with the
model instance itself. The couple is stored by the container,
which then sends a new message to be consumed by the
instance registry containing the metadata. From this point, the
instance is made publicly available on our website and live
predictions can be made. Each prediction request goes through
a proxy that extracts information from the URL on which
model type the prediction refers to. With that information, the
request is proxied to be resolved by the right container. Each

https://covid19br.wcota.me/


container implements a standard API and returns prediction
data in a similar fashion, so the website is able to understand
the data and couple it with the original time series.

Additional information is displayed, for instance, what is
called the deployment performance is calculated based on the
forecasts of several days, generating a curve of the mean
absolute percentage error (MAPE) updated daily from the
day the model instance was deployed. A weekly comparison
of cumulative deaths is also displayed. Both of these were
created to demonstrate the capabilities of the website to make
transformations on original and predicted data.

Regarding usability, the repository is being used by 4
researchers from our associated project. These users basically
used the system in all three criteria evaluated in terms of
usability: ease of handling and using data (including possible
changes in data structure and source); easy understanding of
the tool’s features; development and deployment of code for
new applications developed by researchers. Each of these items
was evaluated in only 2 situations: satisfactory or unsatisfac-
tory. Regarding the possibility of uploading and downloading
data, and changing its structure, the platform is considered
satisfactory by all 4 researchers. As for the understanding
of the functions in the interface itself, it is also considered
satisfactory by all of them. And, the same for the last criterium,
which is the development and deployment of code.

VI. CONCLUSION

In summary, our proposal refers to developing tools for
implementing the data lake related to Covid-19 to be used by
data scientists of our research project, which has been devel-
oped and is currently available at https://ncovid.natalnet.br/.
Therefore, as seen, we have developed and tested the main
modules and made them operational.

Our main contribution is the platform itself, which integrates
a new concept of development, with data acquisition and code
deployment done at the same time, in the same tool. An imme-
diate application is in the project that is undergoing, where our
data scientists are using our tool in their works on data-driven
and mathematical modeling of Covid-19 dynamics [6].

Further work is to populate the data lake with data that
our data scientists are using in their works on data-driven and
mathematical modeling of Covid-19 dynamics.
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