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Abstract—Empathy can be seen as a complex socio-emotional
behavior, which is a result from the interaction between both
cognitive and affective devices and is responsible, for instance,
for one person being able to identify and mimicry others emotion.
Moreover, the human memory is a powerful tool which allows
for each person to be able to store and retrieve information
about almost everything that happens. Equipping an embodied
conversational agent (ECAs) with the ability of empathy, as well
other features like memory, can help to make the interaction with
humans smoother and more natural. This work aims to propose
an empathetic conversational agent endowed with a human-like
memory and the ability to show some extent of empathy. Also,
this model endow the virtual agent with a few other abilities,
like recognizing the person it is talking to by its face and
store/retrieve information based on a human memory model.
Some experiments were conducted to gather both quantitative
and qualitative information, which show that the proposed model
works as intended. Finally, a few avenues for future work are
also presented, elucidating what it is planned to do aiming to
improve the quality of this work.

I. INTRODUCTION

Human beings are the only known species that use spoken
language to communicate, having a skill developed in com-
munication that uses factors other than speech, such as, for
example, body expressions and gazing [1]. A concept that is
studied as relevant during communication is empathy, which
is the sharing of emotions between individuals, as well as the
behavior of adopting another person’s point of view [2]. For
example, if someone is talking with a person who just lost a
beloved relative, he/she can perceive this person is truly sad
and also feel sadness as well. Therefore, facial expressions
are linked to the content of speech, emotion and personality,
as well other behavioral variables, being even able to replace
sequences of words, accompany them and be used to help
disambiguate what is being said when the acoustic signal
is degraded [3]. In fact, facial expressions may be used to
communicate and influence other’s behavior [4], [5]. Thus, it
seems important to detect and understand facial expressions
in every interaction between people.

Embodied Conversational Agents (ECAs) are virtual agents
which are able to interact and talk with humans in a natural
way. In the last years, many research was made to improve
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the quality of the communication abilities of such ECAs, both
verbal and non-verbal [6]-[8]. A fair amount of effort is being
directed on ECAs which can help people to have a healthier
life [9]-[11], for clinical interviews [12], [13] and the training
of some skill [14], [15].

Following this line of research, in this work it is aimed
to propose an empathetic Embodied Conversational Agent
(ECA) with general purpose endowed with many abilities. We
developed both a 2D and a 3D model for our ECA, called
Arthur (2D) and Bella (3D). We did so both to give more
options for the user to choose and to investigate the difference
in perception by the users. Besides a conversational module,
using text and voice, this ECA is able to recognize the person
he/she is talking to, as well to assess the user emotional state
through his/her facial expressions. Also, Arthur/Bella is able to
demonstrate different levels of emotion through his/her facial
expressions, being also endowed with an Empathy Module.
Lastly, it is equipped with a memory module, which tries to
replicate the behavior of human memory and, thus, allows
for Arthur/Bella to learn information with and from the user,
while interacting; and to remember it later in the conversation
or, even, in a different interaction. The empathy is built in
the communication with the user in mainly three parts of our
model: firstly, through a pre-defined module of communication
where Arthur/Bella asks questions about the user (demonstrat-
ing interest in the conversation); then, in the module of mem-
ory once the user feels that Arthur/Bella remember him/her;
and finally with simple facial expressions that Arthur/Bella
applies as a result of detecting facial expression module of
Arthur/Bella.

This work contributes in the development of an ECA
endowed with an empathy behavior and a human-like mem-
ory, among other features. Such features should help this
virtual agent to present a more natural interaction behavior,
as observed in interactions between human beings. Thus, the
main goal consists on the proposal of a model of a multi-
purpose empathetic Embodied Conversational Agent (ECA)
endowed with several abilities, which are used to improve
the communication skills of the virtual agent and provide a
smoother and more natural interaction with people.



II. RELATED WORK

Zhang et al. [16] propose to solve the problem of con-
sistency on chatbot responses, concerning both context and
personas (casual speaker). In their work, they present a self-
supervised approach that uses the natural structure of con-
versational data to learn and leverage both topic and persona
features. The results achieved indicate that the proposed model
is able to capture meaningful topics and personas features.
Also, the incorporation of the learned features helps to sig-
nificantly improve the quality of generated responses on both
data sets, even when comparing with models which explicit
persona information.

A recent work conducted by Croes et al [17] aimed to
discover if a human being can build a relationship with a
chatbot, as well which set of traits can help in such interac-
tions. In order to conduct their research, they used the chatbot
Mitsuku (https://www.pandorabots.com/mitsuku/). The set of
traits measured were: social attraction, self-disclosure, inti-
macy, interaction quality, empathy, communication compe-
tence and feelings of friendship. The results achieved show
that all these social processes diminish as time passes by, but
intimacy. It suggests that the more people interacted with the
chatbot, the worse the evaluation was. It seems to be reinforced
by another discovery of the authors: after multiple interactions,
people did not consider the chatbot as their friend.

One of the most accepted models concerning human mem-
ory cited on literature is known as Autobiographical Memory.
As defined by Bluck et al. [18], autobiographical memory
is ”a system that encodes, stores and guides retrieval of all
episodic information related to our person experiences”. Also,
according to Conway et al. [19], autobiographical memory can
be grouped in three levels: lifetime periods, general events
and event-specific knowledge. So, such memories can be
directly accessed if the cues are specific and relevant to the
person. Otherwise, if the cues are too general, a generative
retrieval process must be used to produce more specific cues
for the retrieval of relevant memories. The authors say that
the difference between them is that “the search process is
modulated by control processes in generative retrieval but not,
or not so extensively, in direct retrieve” [19].

The work of Yalcin [6] aims to model empathetic behavior
on Embodied Conversational Agents (ECAs). The ECA built
by Yalcin has three stages: listening, where the agent captures
input from the person it is talking to; thinking, where the agent
process the information; and speaking, where the agent gives a
proper response, both with words and gestural behavior. Since
an empathetic behavior relies on the emotion of the subject, an
emotion recognition module is used alongside the video input
for the agent. Concerning this emotion, the audio of the person
speaking is also used to help determine the overall emotion.

Sajjadi et al. [8] conducted an experiment which aimed to
investigate the effect of a person interacting with a personality-
driven ECA. To test they hypothesis, the authors built a
prototype of an ECA with a personality-driven model. An
experiment was conducted with 41 participants in order to

evaluate the initial hypothesis. The results achieved seem to
validate them. As the authors comment, it was observed that
an emotionally-personified ECA with an extrovert-based per-
sonality generates a higher sense of behavioral involvement in
human users, when compared to a less emotionally-personified
agent with no non-verbal behavior.

III. PROPOSED MODEL

The overview of our model is illustrated in Figure 1. As
it can be seen in Figure 1, our model is divided into several
modules. In blue we highlighted the two main Controllers,
which are responsible of controlling the interplay between
many modules. The Behavior Control is responsible to define
the appropriate behavior of the virtual agent, according all
data available (i.e., person who is talking to it, agent memory,
emotion detected, and so on). In other words, it allows the
virtual agent to react to a given input provided by the user.
Therefore, it is connected with all other modules and con-
trollers. While the Chat module deals with what Arthur/Bella
can tell to the user, the Conversation module is the output
of such decision. The Facial Expressions module represent
both the two different embodiment (i.e. Arthur and Bella)
as well as the facial expressions modeled for both of them.
The Emotion Detection module is responsible of identify the
emotion expressed by the user, while the Face Recognition
module can identify the user itself (e.g., Paul, Maria, etc.).
The Beliefs module aims to endow Arthur/Bella with some
level of reasoning regarding different pieces of information.
Finally, the Voice Detection module allows the virtual agent to
receive voice as input and transform it to text, so Arthur/Bella
can understand what is being said.

The Memory Control is responsible for managing the mem-
ory of the virtual agent and is linked with all the memory
features. The Self Memory and the Common Sense modules
give our virtual agent some previous knowledge about many
things before it can start to interact with people. While
the Self Memory module gives the agent knowledge about
himself/herself, the Common Sense module gives the agent
knowledge about several things about the world and the
environment. The General Events and ESK modules are related
with the Autobiographical Memory model [18], [19] and are
used to build the memory of Arthur and Bella. The Memory
Retrieval module is used to recover pieces of information from
the memory of the virtual agent, while the Memory Learning
module is responsible for storing new information into the
memory of Arthur/Bella. Finally, the Memory Consolidation
module is responsible for deciding which pieces of information
should stay inside the agent’s memory and which ones should
be deleted.

The Empathy module endows Arthur and Bella to demon-
strate an empathetic behavior towards the person it is talk-
ing with. The emotional states used to express such empa-
thy are defined inside a PAD (Pleasure-Arousal-Dominance)
space [20], represented by the PAD module.
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Overview of the proposed model. In blue, we highlight the two main Controllers. The Behavior Control is responsible to define the appropriate

behavior of the virtual agent, while the Memory Control is responsible of store and retrieve memories.

IV. RESULTS

In this section, the results achieved by this work are
presented. In order to test our method, we developed some
experiments exploring the various features of Arthur and Bella.
Mainly, we focus on the main contribution of our work:
memory, empathy and the interplay between them. For the
experiment discussed in this section, the personality of the
agent is set as the following OCEAN values: O = 0.9; C
=05, E =09, A =07 N = 0.5. The initial PAD value
is, thus, set as follows: P = 0.8; A = 0.5; D = 1. This
experiment was conducted with only Short-term Interactions
(STIs). Participants were recruited to interact with Arthur or
Bella and answer an online questionnaire, summing up 30
people (22 Men and 8 Women). Of these 30 volunteers, 13 are
Undergraduates, another 13 are Graduated, 3 completed High
School and 1 person is a high school student. Concerning their
past experience interacting with virtual agents, 6 participants
answered as Very Low, 9 as Low, 9 as being Regular, 4
as being High and 2 as being Very High. The average age
of the participants was 27.43, with a standard deviation of
11.84. Each participant was asked to accomplish a set of tasks
to complete, as presented in Table I. Before starting these
tasks, all participants read and agreed with the ethics term
presented at the beginning of the questionnaire. After that,
they were encouraged to download the ECA’s executable file
and freely interact with it for a short while to get used to
it. They were also presented with a brief explanation about
emotion and empathy and answered the Toronto empathy
questionnaire [21] (TEQ) to measure their empathy level. The

mean score computed for men was 43.63, while the mean
score computed by for women was 47.12.

TABLE I
TASKS OF THE EMPATHETIC MEMORY EXPERIMENT.
Task Description Emotion
T1 Discover if the virtual agent likes video games | Happiness
and if it has a favorite game.
T2 Discover if the virtual agent remembers about | Happiness
the participant’s study and work.
T3 Discover if the virtual agent has any pets, as | Sadness
well as more information about it.
T4 Discover if the virtual agent remembers about | Varied
any other subject that the participant already
spoke with it.

All tasks presented in Table I are related to some data
that is present in the agent’s memory, with a respective
emotion associated. In T1, T2 and T3 participants should find
some information saved in ECA’s memory and recognize the
expressed ECA’s facial emotion. For T4, participants were
asked to freely ask about the subject they want. Tasks T1
and T3 are about the ECA’s self-memory, while T2 and T4
are related to what the agent knows about the participant.
Following one of the definitions of empathy cited by de
Wall [22] (the ability to understand and react towards the
emotion of others), we believe that such emotional memories
can be seen as an empathetic behavior, being able even to
trigger such behavior in the participants. Finally, all tasks ask
the participants to evaluate the agent’s empathy on a Likert
scale from 1 (no Empathy) to 5 (Extremely Empathetic).

In order to conduct the evaluation, we raise one main
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Fig. 2. Scores of the thirty participants from the experiment. ”Correct Answer”, in blue, refers to the amount of people who answered as expected. “Emotion”,
in red, refers to the amount of people who correctly identified the agent’s conveyed emotion.

hypothesis: H1: We expect that participants can trigger ECA’s
memories and identify the associated emotion. Figure 2
presents the scores of the thirty participants from the experi-
ment. "Correct Answer”, in blue, refers to the amount of peo-
ple who answered as expected. For instance, in T1 (Table I),
it was expected that the participants were able to discover that
the virtual agent enjoys playing video games. "Emotion”, in
red, refers to the amount of people who correctly identified
the agent’s conveyed emotion. Concerning T1, from 30, 29
participants were able to find out that the virtual agent likes
video games. Also, 23 participants were able to identify the
agent’s favorite game, while 22 participants correctly identified
the emotion conveyed by Arthur or Bella (i.e., Happiness).
Concerning T2, from 30, 19 participants reported that the ECA
was able to remember information about their study/work,
and 15 of them correctly identify the emotion conveyed (i.e.,
Happiness). Regarding T3, 25 of 30 participants were able to
answer that the virtual agent had a pet, and 24 were also able
to identify the pet’s name. Moreover, 20 participants could
correctly identify the emotion conveyed by Arthur or Bella
(i.e., Sadness). Concerning T4, 14 participants reported that
Arthur or Bella was able to remember about some other subject
that they chose to speak about and conveyed an appropriate
emotion.

The results presented suggest that the participants were, in

general, able to trigger the expected memories from Arthur
or Bella and correctly identify the emotion associated with it,
thus validating HI. It is also possible to notice that the worst
results were found when the 30 participants had to retrieve a
memory about him/herself (19 participants answered correctly
in T2 and 14 in T4), when compared with memories about the
agent itself, i.e., 29 participants correctly answer about video
games in T1, and 25 concerning pets in T3. In this case, we
hypothesize that T1 and T3 are more straight-forward tasks
than T2 and T4.

V. FINAL REMARKS

This work presented a model of an empathetic Embodied
Conversational Agent (ECA) endowed with many abilities, like
face recognition, emotion detection, expressiveness, empathy
and memory modeling. The main contribution of this work lies
on the memory model, the empathy model and on the interplay
between them. Some experiments were conducted in order
to test the proposed model and collect both quantitative and
qualitative information. The results achieved seem to confirm
that Arthur/Bella presented the expected behavior.

This work has some limitations. Firstly, the number of
users is certainly an issue that we want to work in a future.
Having more participants is going to allow us to explore
other hypotheses, such as the perception of people concerning



Arthur and Bella. For future work, there are many avenues
to follow. For instance, we want to invest more time in the
visual behavior and facial animation of Arthur and Bella.
Besides the modeling of different emotions, we would like
to make this experience more personal, as it would be with a
friend. In this topic, Melgare et al. [23] suggested the existence
of emotion styles, where each person would have their own
way to demonstrate an emotion. In this sense, one interesting
future work would be to endow Arthur/Bella with the ability to
identify such style on the face of the user and mimic it. This
way, we believe that the user would feel more comfortable
with the facial expressions of Arthur/Bella.

Another interesting avenue to explore is the dialog system.
Besides building and integrating a generic chatbot model,
we would like to take a deeper look into small talks. Our
Embodied Conversational Agent is endowed with a small talk
module, allowing it to start a conversation with the user about
a pre-defined topic. The main problem is that such topics and
dialogues need to be manually defined: each dialog tree needs
to be manually written and added to the virtual agent. One
possible future work would be to find a way to automatize this
process. For instance, it would be interesting to investigate if
is possible to use previous interactions as material to create
new dialog trees. If so, it would be possible to build a script
which can automatically gather previous interactions between
Arthur/Bella and the users and build new topics and dialogues
for the small talk module.
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