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Abstract—Face recognition has achieved great accuracy when
used in controlled conditions, however, these results aren’t usually
carried over to video surveillance scenarios. To facilitate the use
of face recognition for video surveillance, face selection can be
employed as an intermediate step. This dissertation presents a
study of face selection where we rework a multi-face tracking
pipeline and with few changes manage to increase tracking
and reconnection capabilities. Through experimentation with
different face detection models, random parameter search and a
simpler face quality measure, we achieved an increase of 10.1%
in Multiple Object Tracking Precision (MOTP) and 9% more in
the IDF1 metric. All experiments were conducted on a public
multi-face tracking dataset, which we also expanded through
manual video annotations. 1.

I. INTRODUCTION

Closed-Circuit Television (CCTV) systems play an impor-
tant role in everyday security as a situational crime prevention
method, which involves the manipulation of an environment
towards reducing the opportunities for crime to occur while
increasing a potential offender’s perception of risk [1]. CCTV
systems act as a deterrent to possible illegal activities and as
a source of visual evidence for investigative purposes, as a
consequence, the availability of CCTV recordings is linked to
substantial increases in the probability of a crime being solved
[2].

However, due to the vast amount of visual data that CCTV
systems can gather, especially in crowded environments, it
becomes increasingly difficult for law enforcement and CCTV
operators to process the more fine-grained information. There-
fore, it is imperative to incorporate active monitoring in
the form of event-based notifications, firearm detection and
wanted persons detection, seeing as these measures are directly
correlated with increased effectiveness of video surveillance
systems [3].

With respect to face recognition, there are many require-
ments and challenges involved when gathering facial informa-
tion from CCTV videos in crowded and unrestricted environ-
ments. For example, low resolution, poor light distribution,
frequent face occlusion and irregular head pose. For these
reasons, it is ill-advised to choose a straightforward approach
such as employing face recognition on every detected face,
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since this method is computationally expensive and might
deteriorate the face association accuracy [4].

To advance the use of face recognition in crowded CCTV
videos, one approach is to use a processing pipeline to detect,
cluster and assess the faces and identities before the face
recognition step. Namely, face selection concatenates face
detection, tracking and quality assessment, so that face recog-
nition is employed only in a set of images that best represents
the face of each person captured by a video surveillance
camera.

We rework the pipeline proposed in [5] to extract face tracks
and the set of highest-quality face images associated with
each track. Through a newer face detection model, simplified
and more strict face quality assessment, parameter tuning and
added dataset, we achieve an overall increase of 10.1% and 9%
to two important multi-object tracking metrics. In summary,
the contributions of the present work are the following:

• We introduce three, manually annotated, publicly avail-
able, unconstrained videos of difficult surveillance sce-
narios for multi-face tracking evaluation.

• Newer face detection models were evaluated in regard to
their average precision and speed, with the best one being
chosen for further experimentation.

• Improved tracklet reconnection due to proposed changes
on the face quality assessment step, resulting in higher
identification metric results.

• Further exploration and tuning of system’s parameters.
• We present the results through common multi-object

tracking metrics, which allows for standardized and easier
comparison between future works.

• Our implementation and dataset annotations are publicly
available for further improvement and experimentation in
[6].

II. RELATED WORK

Early works for face selection utilize the Viola-Jones [7]
model to detect faces in videos and, afterward, analyze each
face according to quality metrics such as pose, brightness,
resolution and detection confidence. These methods [4], [8],
[9] demonstrate that choosing faces based on quality metrics
increases recognition accuracy and super-resolution quality
[10].



The use of pose as a quality metric for face image selection
is supported in [11], where a model for face pose estimation
was developed and tested in surveillance videos to support
face recognition. Thus, showing that the selection of frames
with the best face orientation can improve face recognition’s
effectiveness.

In cases with multiple simultaneous faces in the same video
sequence, multi-face tracking separates faces into identities
before quality assessment and selection. Usually, tracking
is done by instantiating a generic object tracker upon face
detection. As is the case in [12], where a particle filter-based
tracking algorithm tracks the faces and the best quality image
per identity is stored.

A common approach to face selection is to design a pipeline
comprised of a series of models for each step [13] (face
detection, tracking, quality assessment and association) . In
[14], the KCF tracker [15] is used to track detected faces and
to improve processing speed. After obtaining the face tracks,
face selection is applied based on detection confidence, image
size and blur. A face representation is created with the best
images for each identity, resulting in a face retrieval accuracy
of 84%.

Another example, the Long-Term Face Tracking (LTFT)
system [5] presents a multi-face tracking pipeline composed
of 4 modules, with the difference being a tracklet reconnection
module based on face recognition.

Similarly [16] proposes a method for unconstrained multi-
face tracking and clustering that also focuses on providing
longer tracklets of each person. The generation of tracklets
relies both on the face and multiple body parts. Tracklets
with a strong association are recursively connected providing
clusters of identities, which are then used for outlier detection
and reconnection.

An important point to be highlighted is the scarcity of
publicly accessible datasets specifically aimed at developing
multi-face tracking algorithms in surveillance scenarios [5].
Some of the most common datasets for tracking such as
PETS2017 [17], CAVIAR [18], i-LIDS [19], VIRAT [20],
CVBASE [21], VOT [22] and MOTChallenge [23], refer to
tasks such as pedestrian tracking, vehicle tracking and person
re-identification.

Other datasets aimed at the study of face images do not
necessarily provide annotations (ground-truth) that can be used
for simultaneous multi-face tracking, for example, 300-VW’s
[24] annotations pertain to fiducial points for a single person
by video sequence; the Chokepoint dataset [25], despite being
recorded in a surveillance scenario that is relevant to the task
at hand, only offers annotations of people’s eyes positions.

To test and evaluate multi-face tracking methods a dataset
must annotate the positions of all faces in each frame, by
bounding box or segmentation masks for example, and all
bounding boxes that represent the same face throughout the
video sequence must be assigned a single numeric identifier
for each identity.

III. METHODOLOGY

As discussed previously, face recognition’s performance
is consistently improved when assisted by face selection,
especially in multi-face scenarios. This section introduces the
LTFT system [5], chosen as a baseline due to it providing a
dataset for multi-face tracking evaluation, its modularity and
the results of its pipeline being compatible with the expected
results from a face selection algorithm: a collection of face
tracks where each one has a set of best images associated to
it that can then be utilized for face recognition.

We hypothesize that modular multi-face tracking-by-
detection systems can be improved with few significant
changes, allowing for an ever-adaptive pipeline. Subsections
III-B and III-C present the proposed changes to the LTFT
pipeline and their motivations. We also identify a dataset
bias in the original work, for which we propose to add
new manually annotated videos for evaluation, although this
discussion is reserved to subsection IV-B.

A. The LTFT System Architecture

The LTFT pipeline can be described as a rank-based veri-
fication system for long-term multi-face tracking in crowded
environments. We implemented the system from scratch in
Python and it is available at [6]. For further details, the reader
is also directed to [5].

The LTFT system is a tracking-by-detection approach and
its pipeline, illustrated in Figure 1, is composed of 4 modules.
The first module is the tracking module, which is responsible
for predicting the positions of face tracklets where there was
no face detection matched to their current locations. To this
end, an instance of the KCF tracker [15] is initialized for each
of these lost tracklets and their locations are predicted for
Tmax frames or, until they can be associated with a new face
detection.

The second module is the face association module. It
propagates the identity of each tracklet by solving a data
association problem, which involves trying to link the position
of each tracklet on the previous frame, with the position of
each new face detection on the current frame. The Faceboxes
[26] model is used for face detection and the association is
solved using the Hungarian method [27].

The third module is the face-based tracklet reconnection
module. Whenever a face is detected its image quality is
checked and separated into one of three categories: enrollable,
verifiable, or discarded. To extend tracks, this module uses
enrollable and verifiable face images to generate face templates
for each tracklet. Therefore, each tracklet is composed of
an identifier and the detections associated with it, which are
separated into two sets of face images, one verifiable and one
enrollable.

Afterward, allow T to represent the set of all tracklets
obtained until the current frame. For each tracklet Tk ∈ T
that has an assigned detection on the current frame, take all
tracklets Ti ∈ T where T = T \ {Tk}. For each tracklet Ti,
calculate the average of its enrollable face templates, ETi . And



Tk

Tr

 where  

Frame j-1 Frame j

a) Face Tracking and Face
Association modules

Create face tracklets 

Detections 

Assess quality and compare feature
vectors between tracklets

...

b) Face Based Tracklet Reconnection module

Face
Recognition

model

...

c) Correction module

Retroactively change tracklet's IDs 

Fig. 1. Illustration of the LTFT tracking pipeline.

for each tracklets Tk, calculate the average of its verifiable face
templates, VTk

.
Let S be a similarity function between two face templates.

TR is defined as the rank-R candidate tracklet, that is the
tracklet in position R, after having sorted all candidates from
highest to lowest similarity to the tracklet Tk, as described in
Equation (1).

TR = argmax
Ti∈T \{T j}1≤j<R

S(ETi
, VTk

). (1)

For tracklet Tk to be reconnected to T 1 (T 1 being the most
similar tracklet to Tk), there are still two conditions to be
verified. First, the similarity value between Tk and T 1 must
be higher than a threshold λFBTR, as shown in Equation (2),
where 0 ≤ λFBTR ≤ 1,

S(ET 1 , VTk
) ≥ λFBTR. (2)

Furthermore, the similarity value between Tk and T 1 must
also be higher than the average of the next C-highest ones by
a margin of 1/ϵ:

S(ET 1 , VTk
) ≥ 1

ϵ
.
1

C

C+1∑
r=2

S(ET r , VTk
), (3)

where 0 < ϵ ≤ 1 and C ∈ N ≥ 1.
Subsequently, whenever T 1 verifies both conditions im-

posed by Equations (2) and (3), the tracklets Tk e T 1 are
marked for reconnection. A pair⟨Tk, T

1⟩ is generated and kept
on a list of pairs to be reconnected by the next module.

The fourth module is the correction module that acts upon
the pairs associated by the tracklet reconnection module, where
for each pair (Tk, T

1) the correction module changes the
numeric identifier from Tk’s to T 1’s, therefore transferring all
detections previously assigned to Tk to T 1.

B. Face Detection Models

Tracking-by-detection methods strongly rely upon the cho-
sen object detection model [28]. The LTFT system [5] employs

the Faceboxes [26] single shot detection network for face
detection.

Due to its initial convolution layers, called rapidly digested
convolutional layers, the spatial size of the input image is
quickly decreased. Naturally, this leads the model to present
difficulties when detecting tiny faces when tested in datasets
with high pose and scale variations, such as the hard subset
of the WIDER FACE dataset [29].

Therefore, it is fundamental to test other face detection
models that may be suitable to replace Faceboxes on the
LTFT pipeline and, possibly, obtain better tracking results.
Models such as DSFD [30], RetinaFace [31], SRN [32],
YOLO5Face [33] and TinaFace [34] were selected for further
benchmarking.

C. The Face Quality Assessment Process

In the LTFT system, three scores are employed to assess
the quality of each detected face: detection confidence, head
angles and sharpness measure. The detection confidence is
a value in the interval of [0, 1], given by the face detection
model; the head angles are used to measure pose, being
obtained through the use of the head pose estimation model
3DDFA [35] as a set of three values that represent the
angular rotation of a face along the three dimensions axis;
the sharpness is calculated as the average of the modified
Laplacian filter’s [36] response. The Table I below, illustrates
four face images and their respective quality scores.

The employed sharpness measure assigns very small values
and with little variation for the majority of detected faces
(lesser than 0.1, these values are expected to be distributed
between [0.0, 1.0]), we argue that this hinders the reconnection
process performed by the face-based tracklet reconnection
module. Thus, we propose to replace the modified Laplacian
filter [36] by the method presented in [4] and described by
Equation (4),

ShXi = avg(abs(Xi − lowpass(Xi))), (4)



TABLE I
EXAMPLES OF SCORES UTILIZED FOR FACE QUALITY ASSESSMENT BY

THE LTFT SYSTEM.

Confidence 1.0 0.91 1.0 1.0

Angles (in º) [-32.36, 10.33, -4.34] [-54.06, 4.95, 2.04] [-31.02, -2.22, 1.85]  [-3.48, 13.77, -0.5]

Sharpness 0.0125 0.0124 0.0188 0.031

Face Image

where Xi is the i-th face image detected on video, ShXi

is the final sharpness score of image Xi, avg is the average
of all pixels, abs means absolute value and lowpass is a
simple mean filter of kernel size 3x3. The modified Laplacian
filter [36] requires the location of fiducial points along the
detected face in an attempt to crop the face region before
sharpness evaluation. Therefore, this replacement also has the
added benefit of not necessitating a model for fiducial points
detection.

Another recurring image quality measure is the face image
resolution. In [37], bounding boxes with resolutions lower than
32x32 were found to degrade the results of face recognition,
additionally [38] artificially lowered face image resolutions
and showed a correlation with lower face recognition accuracy.
Consequently, we present two modifications to the face quality
assessment step: replace the sharpness measure (I) and add
resolution as another measure of quality (II).

IV. EVALUATION

Both the baseline and the proposed system’s changes are
evaluated on two datasets, the LTFT dataset and the proposed
dataset expansion. The datasets contain challenging sequences,
with multiple faces annotated with their positions and a unique
identifier for each identity. More details about each dataset are
given in subsections IV-A and IV-B.

Furthermore, well-known and relevant metrics for multi-
object tracking are utilized to validate the contributions of our
proposal with respect to accuracy, precision, identification and
tracking consistency. These metrics are discussed in subsection
IV-C.

A. The LTFT Dataset

The LTFT dataset [5], contains 10 semi-automatically an-
notated videos, that total 8 minutes and 54 seconds, where
bounding boxes are assigned to all faces and a unique numeric
identifier for each identity. Out of the 10 annotated videos, 8
were obtained from the Youtube platform in various resolu-
tions and the other 2 originate from the Chokepoint dataset
[25]. Figure 2 displays 4 frames from the datasets utilized in
this work, and Table II details the characteristics of each video
sequence.

B. Proposed Dataset Expansion

As conveyed previously, the LTFT dataset was annotated
through a semi-automatic process. Specifically, the Faceboxes
face detection model [26] was used to obtain bounding boxes.
Then, said bounding boxes were verified and annotated with
numeric identifiers to represent the trajectory of each face.
However, the same Faceboxes model is then used as the face
detector on the LTFT system, consequently, it is beneficial
to introduce new annotated videos to analyze the system’s
performance within a less biased scenario.

Three videos were selected from the MOT17 dataset [23]
and annotated for multi-face tracking purposes, where the face
positions were manually assigned bounding boxes and unique
numeric identifiers for each identity. The sequences MOT17-
01, MOT17-04 and MOT17-09 were chosen due to their
environments being different from one another and the camera
staying still throughout the recording, such as surveillance
cameras.

Each video’s characteristics are detailed in Table II, marked
by the + symbol. Altogether the proposed expansion contains,
by itself, 22575 faces annotated with bounding boxes (denoted
as “BBoxes”), 2025 total frames and 81 different identities to
be tracked.

TABLE II
CHARACTERISTICS OF THE VIDEO SEQUENCES AND ANNOTATIONS OF THE
LTFT DATASET [5] AND THE EXPANSION PROPOSED IN THIS WORK. THE
“BBOXES” COLUMN MEANS THE TOTAL NUMBER OF BOUNDING BOXES

ANNOTATED IN THAT SEQUENCE AND THE “N° IDS” COLUMN MEANS THE
TOTAL NUMBER OF DIFFERENT IDENTITIES ANNOTATED PER VIDEO.

Video Resolution Duration BBoxes N° IDs
Choke1 800x600 1’24” 7964 24
Choke2 800x600 1’11” 8710 26

Terminal1 1920x1080 1’18” 13722 148
Terminal2 1920x1080 1’15” 11551 140
Terminal3 1920x1080 26” 4255 59
Terminal4 1920x1080 35” 6756 126
Sidewalk 1920x1080 27” 8433 34
Bengal 1920x1080 40” 6953 36
Street 1920x1080 1’8” 4883 31

Shibuya 3840x2160 30” 8058 91
MOT17-09 + 1920x1080 18” 1805 19
MOT17-01 + 1920x1080 15” 3833 14
MOT17-04 + 1920x1080 35” 16937 48

C. Metrics

All the metrics utilized in this work are well known in
the literature and used by benchmarks such as the MOT
Challenge [23], which enables us to put the tracking results
into the context of other works. The threshold for bounding
box association in every metric was IoU = 0.5.

We utilize the Clear MOT metrics [39], namely, the Mul-
tiple Object Tracking Precision (MOTP) and Multiple Object
Tracking Accuracy (MOTA) to measure tracking precision and
accuracy, respectively.

To evaluate the assignment of identifiers and how well the
tracking system maintains them, the IDF1 [40] identification
metric rewards the system based on the amount of time it



Fig. 2. Four annotated frames of the dataset. From left to right: the first two
are from the Bengal and Terminal2 sequences from the LTFT dataset, the
last two are from the MOT17-09 where occlusions and faces with different
sizes can be seen, and a frame from the Terminal2 sequence that displays
occlusions and unaligned faces.

correctly identifies the target. For the reasons stated in [41],
IDF1 is considered the more meaningful metric for identity
association when tuning parameters.

Mostly Tracked (MT) refers to the number of targets that
were tracked for, at minimum, 80% of their total trajectory. ID
Switches (IDS) represent the number of times when the track-
ing system wrongly changes a tracklet’s numeric identifier.
Other metrics are also used for more fine-grained information,
such as False Positives (FP) and False Negatives (FN).

V. EXPERIMENTS AND RESULTS

In this Section we present the results of the changes
proposed to the LTFT system [5]. In subsection V-A all chosen
face detection models are evaluated to find the most suitable
one. Subsection V-B displays the results obtained through the
proposed changes to the baseline system. All experiments were
done through the Google Colab Pro platform, in a machine
equipped with an Intel(R) Xeon(R) CPU at 2.00GHz and a
NVIDIA Tesla P100 GPU.

A. Comparative Analysis of Face Detection Models

This experiment compares different face detection models
to find the best candidate to replace the Faceboxes [26] model
originally used by the baseline. The chosen models were:
DSFD [30], RetinaFace [31], SRN [32], YOLO5Face [33] and
TinaFace [34].

The AP.50 (Average Precision at IoU = .50) is a commonly
used metric for the evaluation of object detection models, that
represents the area under the precision-recall curve. In the
AP.50 case, for a detection to be considered successful, there
must be an IoU of at least 50% between the predicted bounding
box and the ground-truth bounding box.

All models were evaluated on the same dataset. Both the
LTFT dataset and the proposed dataset were united as a single
face detection dataset. The results are presented in Table III.

TABLE III
SCORES OBTAINED BY THE FACE DETECTION MODELS TESTED ON THE

UNION OF THE LTFT DATASET WITH THE PROPOSED DATASET. RESULTS
ARE SHOWN USING THE AVERAGE PRECISION METRIC WITH AN IOU
THRESHOLD OF 0.5 AND FRAMES PER SECOND (FPS) TO REPRESENT

EACH MODEL’S SPEED.

Model AP.50 FPS
SRN 0.786 0.9

YOLO5Face(s) 0.767 14.5
YOLO5Face(n) 0.764 15.3

RetinaFace 0.731 5.3
DSFD 0.696 1.0

TinaFace 0.692 3.0
Faceboxes 0.689 14.9

The best AP.50 result belongs to the SRN model [32] with
an AP.50 of 0.786, however, it lacks speed when compared to
the baseline’s detector, Faceboxes. Since processing speed is
of importance given the nature of CCTV systems, a viable
replacement must surpass the detection performance, while
being as fast as, or faster, than the Faceboxes model.

Conversely, both YOLO5Face [33] model variations display
AP.50 results of approximately 8 percentage points above
Faceboxes, all the while offering similar inference speeds, or
higher in the YOLOV5Face(n) model’s case.

Among the models that surpass Faceboxes on the AP.50

metric, the RetinaFace [31] model displays an AP.50 equal to
0.731, approximately 4.2 percentage points above Faceboxes.
However, its speed is 2.8x slower, thus its choice is not
justified as a replacement.

Given the previous face detection results, the model chosen
to replace Faceboxes in the LTFT system’s pipeline was the
YOLO5Face(s) model, due to its superior detection metric and
similar inference speed.

B. Comparative Study

This section presents the proposed experiments and quan-
tifies their results. The five experiments are described below.
We also compare our results against the SORT [42] tracker,
which was ranked the best open-source multi-object tracker at
the time of its publication.

• (I) LTFT: the LTFT system in its baseline state, using the
Faceboxes model as face detector, original parameters and
with Tmax = 5;

• (II) LTFT+thresholds: same as the previous baseline
experiment, this time changing the sharpness measure’s
thresholds, where nE = 0.06 and nV = 0.04;

• (III) LTFT+Yolo5s: this experiment evaluates the con-
tribution of changing the face detection model, where
nE = 0.06, nV = 0.04 and Tmax = 5.

• (IV) LTFT+Yolo5s+FQA: in addition to replacing the
face detection model, the modified Laplacian filter by [36]
is replaced by the face sharpness measure presented by
[4] and the face image resolution is added to the FBTR
module as an extra face quality assessment measure.

• SORT: the SORT tracker applied with the Yolo5s detec-
tions.



For experiments LTFT+Yolo5s and LTFT+Yolo5s+FQA,
parameters like detection threshold (λdet), enrollable face
confidence threshold (dE), verifiable face confidence thresh-
old (dV ), enrollable face resolution (resE), verifiable face
resolution (resV ), enrollable face sharpness score (nE) and
verifiable face sharpness score (nV ) were explored for 250
iterations at random in specific intervals.

Table IV shows each experiment’s results when evaluated
in both datasets together, that is, the union of the LTFT dataset
with the additional dataset proposed in this work.

TABLE IV
RESULTS OF EXPERIMENTS CONDUCTED ON THE UNION OF BOTH

DATASETS. ↑ MEANS HIGHER IS BETTER AND ↓ MEANS LOWER IS BETTER.
THE BEST RESULTS IN EACH COLUMN ARE SHOWN IN BOLD.

Experiment IDF1↑ MOTA↑ MOTP↑ MT↑ FP↓ FN↓ IDS↓
I (Baseline) 38.1% 33.9% 68.6% 452 28220 37746 2634
II 44.5% 32.5% 68.6% 435 27998 39566 2503
III 44.8% 33.2% 78.7% 483 27649 39650 2051
IV (Ours) 47.1% 33.5% 78.7% 492 27647 39356 2038
SORT 42.3% 36.0% 75.0% 615 40806 26686 2136

The utilization of the YOLO5Face [33] model for face
detection raises the MOTP metric by 10.1% (from 68.6% to
78.7%), as well as gradually improving FP, IDS, MT and IDF1,
where both experiments that utilize YOLO5Face present the
best results for these metrics, besides MT which is lead by the
SORT tracker.

The LTFT+Yolo5s+FQA experiment attests to the efficacy
of the proposed changes to the face quality assessment step. It
displays the best results of IDF1, MOTP, FP and IDS. These
metrics indicate that the modifications improve the length of
each track with fewer identity switches when compared to
the baseline. Nonetheless, the SORT tracker’s data association
provides better accuracy and a greater MT value without the
need to reconnect lost tracklets.

Figure 3 shows detected faces on the experiment
LTFT+Yolo5s+FQA separated by their quality into one of
three groups. The first and second row, represent enrollable
faces and verifiable faces, respectively. It is expected that
these face images display satisfactory sharpness, resolution
and pose orientation for the task of face recognition and
tracklet reconnection. The last row shows discarded faces,
whose quality is deemed inadequate and its use may add noise
and interfere with the recognition process.

Table V reports the experiments only on the LTFT dataset.
It shows that the experiments which utilize Faceboxes show
the best results for accuracy metrics, MOTA, FP and FN. This
is expected since Faceboxes was also utilized in the labeling
of this dataset. However, one can argue that the difference of
2.4% in MOTA is overcome by an increase of 10% in MOTP
and 10.3% in IDF1.

VI. CONCLUSION

This dissertation presented a study of face selection and
its benefits for video face recognition. The LTFT system
and dataset [5] were further expanded upon. Through simple

Fig. 3. Faces detected and separated by quality on the LTFT+Yolo5s+FQA
experiment. The first, second and third row represent, respectively, enrollable,
verifiable and discarded faces. For means of presentation, all detections were
resized to the same resolution.

TABLE V
EXPERIMENTS TESTED ON THE LTFT DATASET [5]. ALL VIDEOS WERE

SEMI-AUTOMATICALLY ANNOTATED BY FIRST EXTRACTING FACE
BOUNDING BOXES USING THE FACEBOXES [26] MODEL. ↑ MEANS HIGHER
IS BETTER AND ↓ MEANS LOWER IS BETTER. THE BEST RESULTS OF EACH

COLUMN ARE SHOWN IN BOLD.

Experiment IDF1↑ MOTA↑ MOTP↑ MT↑ FP↓ FN↓ IDS↓
I (Baseline) 42.0% 42.5% 68.8% 445 26643 17577 2547
II 49.4% 40.7% 68.7% 428 26421 19397 2416
III 49.7% 39.7% 78.8% 472 27093 19973 1940
IV (Ours) 52.3% 40.1% 78.8% 481 27091 19679 1927
SORT 44.5% 37.6% 77.0% 593 35145 13814 1786

changes such as a new face detection model, a simpler
approach to quality assessment, parameter tuning and multi-
face tracking dataset enrichment, we were able to achieve
better tracking and recognition capabilities, where faces are
tracked for longer, and fragmented tracklets are more easily
reconnected.

For future works, overall system complexity can be reduced
since the current proposition depends on multiple deep models.
There’s a need to unify all the face selection pipeline’s steps
into a single model. A suggestion is the use of Long Short
Term Memory (LSTM) networks, seeing as these architectures
are capable of comprehending the temporal aspect of data,
inherent to video recordings.
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