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Abstract—Brain tumor segmentation is a complicated task,
with deep learning (DL) presenting the best results. However, DL
segmentation models have been increasing in complexity over the
last few years, requiring a high volume of fully-annotated images,
which is aggravated by the fact that those models are trained
to optimize a loss function with no or less understanding of
how the features are learned. In contrast, a recent methodology,
Feature Learning from Image Markers (FLIM), has involved an
expert in the learning loop while reducing human effort in data
annotation without using the backpropagation algorithm. In this
work, We employ a method for estimating and selecting filters
that explore user knowledge, ensuring that the first convolutional
layer has features that activate the different lesions and healthy
tissue patterns. We used a small U-shaped network (sU-Net)
where the encoder is trained with two FLIM modifications,
first with multiple training steps (MS-FLIM) and the second
by using distinct configurations of markers and images using a
biased FLIM (B-FLIM). The results show that the sU-Net based
on MS-FLIM and B-FLIM outperforms the standard FLIM
and the backpropagation algorithm. Also, We showed that our
methodology achieves effectiveness within the standard deviations
of the SOTA models while using a small number of layers.

I. INTRODUCTION

Gliomas are the most common type of brain tumor in
adults, with the highest occurrence in brain regions, although
other areas of the Central Nervous System (CNS) might be
affected [1]. Among them are Glioblastoma (GBM), the most
common malignant brain tumor of the Central Nervous System
(CNS) in Adults. In 2019 in the United States (US), the
survival rate within five years after diagnosis was only 6.9%,
with an incidence rate of 2.55 per 100,000 people [2].

The use of images is important for the initial diagnosis, with
volume estimation essential for monitoring, investigating tu-
mor progression, and analyzing the selected treatment [3], [4].
However, manual annotation is time-consuming, tedious, and
error-prone – facts that have motivated research on automatic
and semi-automatic methods for brain tumor segmentation.

Deep Learning (DL) presents the best results among auto-
matic Brain Tumor Segmentation (BTS) techniques. However,
DL training requires a high volume of fully-labeled images,
powerful hardware to support volumetric images, and an
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elevated training time. Besides that, DL models for BTS
have become more complex, either by increasing the number
of layers or by using different models together as cascaded
models, significantly increasing the number of parameters.
[5]–[8].

Also, the training of those models, in general, is done
by backpropagating the error from a given loss function of
the desired and predicted output. In other words, there is
no control or understanding of the learned features from
the model. For example, in a classification task, there is no
understanding if the model predicts a fish from an image
because it is really a fish image or if the image has an
underwater context [9].

In that sense, there is a need for greater responsibility and
security in automatic or computer-aided systems in healthcare,
which is reflected in work towards more transparent models
with a certain level of explainability/interpretability. A solution
for this problem is to use expert knowledge to build more
safe and explainable models, which can also increase their
performance [10].

Developed by Italos et al., a recent technique called Feature
Learning from Image Markers (FLIM) reduces the human
effort to mark representative class regions in fewer images.
With each marked region as a candidate filter, FLIM learns
convolutional filters directly from those marked regions [11],
[12].

FLIM differs from traditional scribble learning methods.
Traditional methods typically use a pseudo-labeling from the
scribbles using a graph method [13], [14], for example, or a
regularized loss [15], [16]. The fact is that in both cases, the
problems related to backpropagation continue to impact those
models. On the other hand, the FLIM learning process is direct
and does not require a backpropagation algorithm, taking the
expert’s knowledge into account.

The FLIM learning process is illustrated in Figure 1: It starts
with an image with two color patterns, then the user draws
markers on those regions and extracts patches centered on
each marked pixel (voxel) – since each patch will have a high
similarity (inner product) with itself the patch is a candidate to
a convolutional filter. Then using a grouping algorithm (e.g.,
K-means), we can take the vector that points to the group
center as a convolutional filter, using the same process to learn



convolutional weights for the following layers.

Fig. 1. FLIM learning process.

FLIM has attributes desired for a computed-aid healthcare
system: it allows the user to indicate the relevant regions
for filter estimation. It provides networks with fewer layers
learned using user knowledge in an explanatory pipeline. It
has been employed in multiple 2d natural image classification
tasks [11], [17] and for detecting COVID-19 from chest CT
images [18]. For segmentation, FLIM was used to assist a
graph-based segmentation method [12] and to expand the
segmentation in aerial images [19].

However, the literature does not provide an off-the-shelf
solution nor a solution to ensure features that activate from
all relevant patterns. When building a FLIM encoder for brain
tumor segmentation, there might be techniques that ensure that
the model will have features from markers of images with
small tumors or tumors with a subtle appearance.

Figure 2 presents a few examples of those different visual
appearances. It shows two pairs of MRI scans, with the
FLAIR (Fluid-attenuated inversion recovery) mainly showing
the edema (ED) as an active part. The second, T1Gd (T1 post-
contrast with gadolinium), shows the enhancing tumor (ET)
as an active part and the necrotic core (NC) as a non-active
region.

It is realistic to suppose that regions with more excellent
contrast, like the first pair of the left, will be more marked.
In contrast, regions with small tumors and tumors with poor
contrast will not be marked enough, leading to an imbalance
among markers of different visual aspects. One solution is to
create specific features for those images. However, with the
current state of FLIM is impossible to merge other models
simply due to the necessary marker-based normalization step.

Fig. 2. Example of variability in tumor appearance. It shows two pairs of
images (FLAIR and T1Gd), with the first pair containing an enormous and
very expressive tumor and the second with a small and discrete.

The work’s main contribution relies upon creating a com-
plete pipeline for preprocessing and segmenting brain tumors.
From the segmentation pipeline, we have the user as an active
part of the learning process, drawing image markers that will

be used to extract filter candidates (image patches) and using a
group algorithm to reduce those candidates into convolutional
filters. Then the user selects filters from the extractor based
on their visual activation and updates the model with those
selected filters. It is worth mentioning that this is not an
iterative segmentation but a method of creating a model in
multiple cycles, estimating and selecting distinct features.

This paper is organized as follows: It starts with our detailed
methodology, describing the changes in the preprocessing
pipeline, discussing the guideline for drawing markers and
features selection, and finally describing the FLIM improve-
ments (a complete theoretical background can be found in the
second chapter of the M.Sc Dissertations [20]). After that, we
describe all experiments, the adopted architecture, evaluation
metrics, baseline, and SOTA comparison. Finally, we present
the respective results and the work conclusion.

II. METHODOLOGY

We have created two multi-cycle learning approaches using
FLIM in the form of multiple encoders, one for each MRI
sequence (FLAIR and T1Gd). The first MS-FLIM joins mul-
tiple feature vectors by varying intermediate clustering hyper-
parameters while maintaining the same image and markers set.
In the second, B-FLIM, we fixed such hyperparameters and
combined feature vectors learned from different sets of images
and markers.

A. Guidelines for marking and image selection

To help with this marker imbalance, we use an internal
guideline for the image marking and feature selection. We
first separate the tumor regions into weak and strong according
to their appearance, contrast, and brightness (e.g., EDw and
EDs). So when marking, we preferred using markers on the
edges of the regions of interest, initially marking the weak
regions and avoiding marking the strong regions too much.
Edge marking, for example, from NC to ET, helps normalize
the markers and provides approximate candidates for both
patterns, in this case, NC and ET.

This division of weak/strong was also used in selecting
features, where we preferred the filters that activated for the
weak and subtle regions and then selected the filters of the
regions of greater contrast/brightness.

B. MS-FLIM

MS-FLIM solves the unbalance problem of filter candidates
(marked patches) by undersampling those candidates of each
marker and image. By doing this, each scribble and image
will supply the same amount of filter candidates, reducing
the impact of extensive scribbles and images with enormous
amounts of scribbles.

Figure 3 shows the process of MS-FLIM. It starts (1) with
patch extraction of one marker (a connected scribble), which
will be reduced (2) to a small number of Km ∈ N∗ samples
( Km = 8 in this example), then repeat the same process
to all markers of this image (3). Then all candidates of this
image will be reduced (4) to Ki ∈ N∗ candidates (Ki = 6). By



doing this to all images, the result is a better environment when
compared with the case without intermediates undersampling
or we uses high values for Km and Ki. Finally, after the
undersampling is repeated for all images, the user can carry
out a third and final reduction to a desired number of filters
(Co) or, as in the case of this work, manually select the filters
(i.e., candidates of all images) based on their activations.

To address the multiple features, we execute the learning
process numerous times, using different values of Km and
Ki. The multi-step procedure lies in the variation of (Km,Ki)
under user control to explore different configurations of the
patch feature space, extracting filters that are more specific
and later filters that are more general. Both undersampling
operations use K-means.

Worth mentioning that in multiple cycles of filter estimation
and selection using MS-FLIM, only the hyperparameters Ki

and Km are changed, with the markers being unchanged
during the whole process.

C. B-FLIM
FLIM relies on the fact that the convolution between an

image patch P and a filter F , P ∗F , can be seen as the vector
product between their vectorized forms:

P ∗ F = ⟨vec(P )n×1, vec(F )n×1⟩. (1)

However, for a better separation of candidate filters
(patches), normalization of such candidates is performed,
the operation called marker-based normalization [11], [12].
Therefore, the mean µ and the σ deviation are obtained for
the set of markers M so that equation 1 becomes

P ∗ F = ⟨σ−1(vec(Pv)− µ), vec(Fv)⟩ (2)

Therefore the FLIM blocks are composed of marker-based
normalization followed by convolution, ReLU, and Pooling.
However, even though the normalization of markers is relevant,
it inhibits the joining of a model apprehended from a dataset
D1 = (I1,M1) with a dataset D2 = (I2,M2), here I and
M are images and markers sets.

In this work, we performed a new mathematical formulation
by modifying the marker-based normalization for bias and us-
ing the convolution with the normalized filter. Then, equation
2 can be rewritten as

P ∗ F = ⟨vec(Pv), vec(F
′
v)⟩+ β, (3)

where vec(F ′
v) = σ−1vec(Fv) and β = −µvec(F ′

v) is the
bias.

In this way, we can merge different FLIM models (obtained
from D1 and D2), by concatenating different normalized filters
F ′
1 and F ′

2, as well as the bias terms β1 e β2, producing
features that are naturally concatenated as Fnew. Thus, the
convolution between the image and this new filter is done
directly using matrix multiplication not requiring the creation
of parallel models or the use of multiple marker-based nor-
malization.

D. Preprocessing

We used a modified pipeline for preprocessing brain tumors;
firstly, we took the general pipeline from [21], using the
registration in two steps and not using N4 to FLAIR or T1Gd.
Then we added the MSP alignment based on estimating three
points using a multi-scale search [22]. Also, we use a median
filter and an affine registration, which have more degrees of
freedom than the rigid.

We adopted an atlas-based segmentation method [23], which
requires images on the same reference space, taking the MNI
as the template space [24].

For the normalization we adopted an strategy based on
removing the highest 1% intensities, followed by an normal-
ization of the brain voxels.

III. EXPERIMENTS

A. Qualitative results for preprocessing

We initially compared the impact of changing the prepro-
cessing pipeline, comparing our final results with the baseline
method of [21], [25], [26], particularly by using the Cancer
Imaging Phenomics Toolkit (CaPTk) implementation 1. Worth
to mention that we added the MSP alignment and changed the
registration template and the skull-striping methods.

B. Experimental Setup

1) Adopted architecture and its variants: The sU-Net archi-
tecture (Figure 4) consists of two encoders, one for T1Gd and
the other for FLAIR images, with three convolutional layers
each. Skip connections concatenate the output feature blocks,
before each strided pooling operation, for both the T1Gd and
FLAIR encoders, and in the final layer, a convolution with
kernels 13 generates four channels, one for the background
and one for each label (ED, ET, NC).

2) Datasets: The experiments used a private dataset con-
taining 80 3D images of GBM with two MRI scans (FLAIR
and T1Gd) per patient.

3) Encoder Training: FLIM and MS-FLIM encoders ini-
tialization were performed from the same user-drawn markers
on eight volumetric images from the training set, with each
image having a small number of slices marked to train
the FLIM (1 to 8 slices per volumetric image). Moreover,
we manually select those eight volumetric pairs of images
(FLAIR and T1Gd) based on their visual aspects (tumor size,
appearance, and contrast). Notice that the user is part of the
learning process, so using the knowledge to select images is
plausible.

We used the same hyperparameters and criteria for building
the encoder, using firstly Km = 5 and Ki = 5, then Km = 10
and Ki = 50. For the B-FLIM, we fixed the parameters as
Km = 5 and Ki = 5 as a fair comparison.

For comparison proposes, we used the same set of images
to train both the encoders for the biased version of FLIM
(B-FLIM). But with the difference that we used extra sets of
markers to explore different features as it demanded.

1https://cbica.github.io/CaPTk/preprocessing brats.html



Fig. 3. MS-FLIM

Fig. 4. sU-Net architecture with two encoders, one for FLAIR and the other
for T1Gd scans.

Figure 5 presents examples of marked images used to train
FLIM encoders (MS-FLIM and B-FLIM), it shows two pair
of FLAIR/T1Gd samples.

Fig. 5. Few examples of image markers used for training FLIM encoders.

4) Decoder training: Complete image annotation was used
only for backpropagation, and for each run, we used the exact

configuration of data split, learning rate (2.5e−3 with linear
decay), loss (average of Cross-Entropy and Dice), and a total
of 100 epochs. We also used ADAM optimizer and a batch
size equal to one.

C. Evaluation Metrics

We evaluate GBM tumor segmentation into three regions:
ET, Tumor Core (TC) and Whole Tumor (WT). The literature
usually reports the segmentation effectiveness for these three
regions, assuming that WT = ED∪ET∪NC and TC = ET∪
NC. We used the Dice Similarity Coefficient (DSC) to measure
efficacy and the 95-th percentile Hausdorff Distance (HD95)
to verify the maximum discrepancy between the segmentation
borders.

1) Golden Standard Models: DeepMedic 2 and nnU-Net 3

models were used as golden standard models. These models
adopt data augmentation, normalization, and learning rate
reduction, providing us with upper-bound metrics. DeepMedic
is a dual-branch network that has been shown to use small
amount of memory while maintaining performance [27], and
nnU-Net is a very relevant network, winning segmentation
challenges of the last two years [7], [8].

D. Baseline comparison

For the MS-FLIM, we compared four methods of training
based on the sU-Net architecture: sU-Net and FBP, in which
encoder and decoder are trained with backpropagation only
(i.e., FBp - Fully backpropagation). In the sU-Net (FLIM
and PBp), FLIM trains the encoder, and only the decoder is

2https://github.com/deepmedic/deepmedic
3https://github.com/MIC-DKFZ/nnUNet



trained by backpropagation (i.e., PBp - Partial Backpropaga-
tion). sU-Net (MS-FLIM and PBp), in which the encoder is
trained with MS-FLIM and only the decoder is trained with
backpropagation; and sU-Net (B-FLIM and PBp), with the
encoder obtained from B-FLIM. Also, we verify the impact
of backpropagation on the MS-FLIM (best model), verifying if
FBp can improve the MS-FLIM initialization. All experiments
were conducted on an Intel Xeon 2.20GHz with an NVIDIA
RTX A6000 graphic card.

IV. RESULTS

A. Preprocessing qualitative Results

Figure 6 compares our preprocessing pipeline (top) with
the baseline preprocessing pipeline from BraTS (bottom) [21],
[25], [26]. It shows 3 FLAIR images in which the skull-
stripping of the BraTS preprocessing pipeline removes part
of the tumor (pointed by red arrows). The first image (left)
shows an image with removed parts of the tumor and brain
regions. The second and third images show examples that the
top of the brain (as well as the tumor) was removed, which
can be seen by the horizontal cut aspect (red arrow). We can
see how our pipeline maintained greater tumor integrity by
comparing the lower and upper lines.

Fig. 6. Example of the quality of our pipeline regarding brain region integrity.
Our pipeline (top) versus the baseline preprocessing pipeline (bottom), red
arrows indicate regions where the skull-stripping procedure removes the brain
tumor.

B. Our Results

Initially, we compared our methods (MS-FLIM and B-
FLIM) against our baseline using sU-Net (FLIM and standard
backpropagation). Therefore, Table I shows the mean and
standard deviation for the DSC and HD95 metrics.

From the DSC, the MS-FLIM and the B-FLIM surpassed
the standard FLIM and the backpropagation (FBp), showing
the user’s importance in the features’ estimation and selection.
Also, it shows that changes on the first layer profoundly impact
the rest of the model, significantly improving the average and
reducing the standard deviation of the model.

The B-FLIM provides comparable results with the MS-
FLIM, even showing the best metric for the WT. However,
since MS-FLIM presented the best metrics for other regions
(ET/TC), we compared if the backpropagation could improve
the MS-FLIM encoder (MS-FLIM with FBp versus PBP),

which was different due to the similar results, a significant
finding because it shows the power of training using MS-
FLIM.

We also compared the results for the HD95 distance, as
shown in Table I. The sU-Net trained only with backpropaga-
tion (FBp) was surpassed by the MS-FLIM and the B-FLIM.
However, the standard FLIM showed the worst results, with a
high mean and standard deviation for all classes. This indicates
that even if a method has good dice results, it may have an
erratic edge segmentation.

Figure 7 presents an example of the poor delineation from
FLIM (pointed by the arrow), which impacts the HD95 metric,
as shown in the table. The figure also shows the correspondent
ground truth and the predictions of MS-FLIM and B-FLIM,
which performed better than the standard FLIM.

Another remarkable result is that while B-FLIM provides
a not-so-well HD95 metric for WT, it achieved the best DSC
for the same class, illustrating the deficiency of a delineation
problem of the DSC metric.

Furthermore, when comparing the general results for B-
FLIM and MS-FLIM, we observed that even though the former
allows generating features from a single image, the variation
we obtained with MS-FLIM when varying the Km and Ki is
healthy for the model metric.

Fig. 7. Example of a lack of delineation. The figure shows a poor delineation
from FLIM, which impacts the HD95 metric.

C. Comparison with SOTA

As expected, nnU-Net and DeepMedic performed better
than the sU-Net-based models, as shown in the DSC of Table
II. However, the differences are comparable, considering the
standard deviation in the case of MS-FLIM and B-FLIM,
indicating our method’s high quality. This is an impressive
result since models based on MS-FLIM and B-FLIM do
not use massive data augmentation techniques, as done by
DeepMedic and mainly by the nnU-Net.

Table II also presents our testing set’s mean and standard
deviation of HD95. Unexpectedly, DeepMedic achieved better
results than the nnU-Net for the HD95 (We expected nnU-Net
to perform better once it won the segmentation challenges).

More interesting is that MS-FLIM performed very well for
both the ET and TC (having better metrics than the nnU-Net),
which is surprising since MS-FLIM has slow values of DSC.
This is another example of the benefits of our method and how
only evaluating the DSC could be deceptive.

We also compared the cost of both models, sU-Net, nnU-
Net, and DeepMedic. For that, we computed the training time



TABLE I
EVALUATION METRICS OF OUR METHOD AGAINST OUR BASELINE (STANDARD FLIM AND FBP).

Models DSC ↑ HD95 ↓
ET TC WT ET TC WT

FBp 0.665 ± 0.166 0.734 ± 0.157 0.721 ± 0.104 6.63 ± 3.45 8.04 ± 3.90 11.02 ± 2.24

FLIM and PBp 0.691 ± 0.073 0.733 ± 0.072 0.702 ± 0.109 10.39 ± 12.25 12.85 ± 13.37 16.48 ± 8.64

MS-FLIM and PBp 0.746 ± 0.052 0.813 ± 0.073 0.785 ± 0.082 4.85 ± 1.85 6.46 ± 2.63 10.18 ± 3.89

MS-FLIM and FBp 0.747 ± 0.051 0.805 ± 0.078 0.780 ± 0.096 4.93 ± 1.73 7.02 ± 2.09 10.07 ± 2.62
B-FLIM and PBp 0.744 ± 0.051 0.808 ± 0.077 0.786 ± 0.085 5.02 ± 1.88 6.83 ± 2.37 12.89 ± 8.90

TABLE II
EVALUATION METRICS OF OUR METHOD AGAINST SOTA MODELS.

Models DSC ↑ HD95 ↓
ET TC WT ET TC WT

DeepMedic 0.777 ± 0.056 0.851 ± 0.066 0.792 ± 0.094 4.64 ± 3.15 7.00 ± 5.33 9.35 ± 2,20

nnU-Net 0.798 ± 0.045 0.885 ± 0.058 0.851 ± 0.068 6.79 ± 8.59 7.74 ± 10.16 7.37 ± 2.70
sU-Net with MS-FLIM 0.746 ± 0.052 0.813 ± 0.073 0.785 ± 0.082 4.85 ± 1.85 6.46 ± 2.63 10.18 ± 3.89
sU-Net with B-FLIM 0.744 ± 0.051 0.808 ± 0.077 0.786 ± 0.085 4.73 ± 1.88 6.58 ± 2.26 11.79 ± 8.63

(TT) related to the backpropagation, the inference time (IT),
and the total number of parameters (NoP), both presented in
Table III.

TABLE III
BEST COST METRICS FOR EACH MODEL: TRAINING TIME (TT),
INFERENCE TIME (IT), AND NUMBER OF PARAMETERS (NOP).

Metric sU-Net (MS-FLIM with PBp) nnU-Net DeepMedic

TT 4789.52 s 94036.56 s 7794.90 s

IT 25.94 s 36.57 s 76.56

NoP 2455421 31197248 1060095

The results show that sU-Net has more than 12 times fewer
parameters than the nnU-Net architecture, a very relevant
framework for BTS. Also nnU-Net IT was computed only
for the feed-forward, not considering the cropping around the
brain region, a preprocessing step from then.

The motive related to DeepMedic having a small number
of parameters, while it has a high number of layers, is that
the layers have a limited number of outputs in each layer (i.e.,
50 against 320 for the nnU-Net), which is associated with the
total number of parameters. Furthermore, the high processing
time is related to the fact that the network uses small patches
as input against the entire image of our network.

V. CONCLUSION

In this work, we presented a complete pipeline for pre-
processing and segmenting brain tumors. Our results show
that our preprocessing did not lose parts of the brain or
tumor compared to the baseline method. Also, from the

segmentation, we presented two new approaches based on the
recent FLIM methodology, MS-FLIM and B-FLIM. MS-FLIM
requires multiple executions of the FLIM algorithm, using
different hyperparameters to control the undersampling of
patch candidates from markers and images for filter estimation.
B-FLIM is more generic, allowing multiple executions of the
FLIM algorithm for different hyperparameters and marker sets.

We employed both methods in the first convolutional layer,
with the user selecting the most relevant filters. The results
show improvements over the same architecture trained with
the standard FLIM-based approach and using backpropagation
only. We also showed that our methods achieve effectiveness
within the standard deviation of the SOTA extensive models,
even though we used a network with fewer layers.

For future works, we intend to investigate the construction
of FLIM-based models with less user effort in activation
observation, image, and filter selection from the training set.
There is also space to combine MS-FLIM and B-FLIM,
detecting the clustering hyperparameters.

VI. PUBLICATIONS

The author’s dissertation yielded a conference paper related
to MS-FLIM [28].
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