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Abstract—Video-based Automatic License Plate Recognition
(ALPR) involves extracting vehicle license plate text information
from video captures. Traditional systems typically rely heavily
on high-end computing resources and utilize multiple frames
to recognize license plates, leading to increased computational
overhead. In this paper, we propose two methods capable of
efficiently extracting exactly one frame per vehicle and recog-
nizing its license plate characters from this single image, thus
significantly reducing computational demands. The first method
uses Visual Rhythm (VR) to generate time-spatial images from
videos, while the second employs Accumulative Line Analysis
(ALA), a novel algorithm based on single-line video processing
for real-time operation. Both methods leverage YOLO for license
plate detection within the frame and a Convolutional Neural Net-
work (CNN) for Optical Character Recognition (OCR) to extract
textual information. Experiments on real videos demonstrate that
the proposed methods achieve results comparable to traditional
frame-by-frame approaches, with processing speeds three times
faster.

I. INTRODUCTION

Automatic License Plate Recognition (ALPR) systems are
crucial for modern transportation infrastructure, in road traffic
monitoring and law enforcement [1]. Designing these systems
is challenging due to diverse license plate formats and factors
such as plate tilt, blurring, and lighting variations [2], [3].

Early ALPR methods relied on image processing techniques
like edge detection, morphological operations, and template
matching, as surveyed by Anagnostopoulos et al. [4]. These
methods often struggled with lighting variations, occlusions,
and diverse plate designs. Recent advancements have incor-
porated deep learning models. Lin et al. [3] developed an
edge-AI-based ALPR system using YOLO, achieving real-
time processing and high precision in various environmental
conditions. This approach significantly reduced the computa-
tional overhead compared to earlier methods.

In real-world scenarios, video-based ALPR systems often
rely on multiple frames rather than single images [5] since
motion blur, partial occlusion, or poor lighting may harm
accurate detection from single frames. Using multiple frames
allows for information aggregation, improving robustness and
accuracy. Techniques like object tracking and frame selection
help identify the most informative frames, ensuring effective
handling of diverse and dynamic traffic scenarios. Wang et
al. [5] introduced a large-scale video-based license plate
detection and recognition system (LSV-LP), a system using
object tracking and CNN-based recognition to handle motion

blur and varying vehicle speeds, achieving state-of-the-art
performance. However reliance on multiple frames makes
them computationally expensive.

We propose two methods for ALPR that explores the idea
of selectively extracting and processing a single frame per
vehicle in video data. The first approach is based on Visual
Rhythm, a technique that generates time-spatial images from
videos, and the second approach employs the Accumulative
Line Analysis algorithm (ALA), a robust single-line video
processing method designed for real-time operation. Both
achieve efficiency focusing on monitoring a single fixed line
in the frames to detect vehicles. This enables efficient license
plate character recognition from a single image, reducing
computational overhead.

II. BACKGROUND

A. Visual Rhythm

Processing videos frame-by-frame to detect instants when
vehicles and their license plates are visible is computationally
expensive due to redundant computations and high memory
usage [6]. We can employ Visual Rhythm (VR) to address
this by generating time-spatial images from videos, leveraging
temporal consistency and spatial patterns across frames to
create a condensed representation of the video’s content over
time [7], [8].

Let V denote an arbitrary video segment with T frames,
each of size N ×M (width and height, respectively). Here,
ft represents the frame of the video at time t, t = 1, . . . , T ,
and ft(x, y) denotes the pixel value at position (x, y), with
0 ≤ x < N and 0 ≤ y < M within the frame.

Consider a scenario where a static camera captures a video
from a top-view perspective of vehicles in unidirectional ver-
tical movement within the frame. The VR method transforms
the video into a two-dimensional image by stacking pixels
from each frame along a predefined horizontal line at height
λ ∈ Z. This forms a VR image of size N × T , creating a
time-spatial representation of the video, as defined in Eq. 1
and illustrated in Fig. 1.

V R(z, t) = ft(z, λ), 0 ≤ z < N (1)

The top part of Fig. 1 shows five frames of a video sequence,
with the predefined line superimposed in green (best viewed
in electronic format). The bottom part shows the resulting



time-spatial VR image (time dimension in the vertical axis)
of the entire video sequence. Each time a vehicle crosses
the predefined line, a mark appears in the VR image at
the corresponding row of the frame index while maintaining
the spatial information (horizontal axis). This allows us to
easily identify the frame in which the vehicle crosses the line
by observing the position of each mark. It is important to
note, however, that certain marks in the VR image may not
correspond to vehicles; for instance, any object crossing the
line would produce a corresponding mark.

Fig. 1. VR image building; example for a video sequence of 150 frames.

B. YOLO

YOLO (You Only Look Once) [9] is a state-of-the-art deep
learning model for object detection. It processes the image in
a single pass through a neural network, predicting bounding
boxes and class probabilities simultaneously [10]. YOLO’s
efficiency and speed make it ideal for real-time applications
like video surveillance and vehicle license plate detection,
where rapid processing and high accuracy are essential.

C. Optical Character Recognition

Optical Character Recognition (OCR) converts various types
of documents, such as scanned paper documents or digital
images, into editable and searchable text. In ALPR, OCR
extracts textual information from detected license plates.

OCR systems typically involve preprocessing, character
segmentation, feature extraction, and classification [11]. Con-
volutional Neural Networks (CNNs) are often used for OCR
in ALPR due to their effectiveness in image recognition
tasks [12]. CNN-based OCR models efficiently handle chal-
lenges like varying fonts, sizes, orientations, lighting condi-
tions, and image quality.

III. PROPOSED METHODS

To circumvent the need for multiple frames to recognize
license plates, we propose two distinct methods capable of
selectively identifying video frames containing vehicles with
visible license plates. Both methods are designed under the
assumption that objects move unidirectionally, cross a prede-
fined line in top-view videos, and maintain velocities within
the camera’s frame rate [13].

A. Visual Rhythm based method

We integrate Visual Rhythm with YOLO, as shown in
Fig. 2. In step (a), we create a Visual Rhythm image (see
Section II-A) for segments of T consecutive frames of an input
video sequence. Assuming a vehicle i intersects the predefined
line in Ti successive frames, the resulting VR image will
contain a mark corresponding to vehicle i with height equal
to Ti and width equal to the width of the vehicle.

Fig. 2. Data flow in the VR–based ALPR system

In step (b), we employ YOLO to detect each of the
marks within the VR image. For each detected mark, the
corresponding frame from the video segment is extracted (step
(c)). In the example, the extracted frame corresponds to the
mark highlighted in yellow in the VR image. The y-coordinate
of the mark’s bottom corresponds to the temporal index of the
frame when the vehicle has entirely crossed the line. Then,
we use YOLO to detect all license plates within the extracted
frame (step (d)). For each detected license plate, we verify
if its bounding box’s x-coordinates fall within the mark’s x-
coordinates. The license plate that best matches the position
of the mark and is closest to the line is selected and cropped
(step (e)). Finally, we employ an OCR model to extract the
license plate text (step (f)).

B. Accumulative Line Analysis Algorithm

Accumulative Line Analysis Algorithm (ALA), a novel ap-
proach for ALPR, utilizes robust single-line processing based
on background subtraction and logical operations. The core
idea of the algorithm is to focus on the predefined horizontal
line per frame of a video. By monitoring the successive
patterns in the line through background subtraction, it attempts
to keep track of frames in which a vehicle is crossing the line
and then identify the moment right after the vehicle finishes
crossing the line. Then, at this moment the current frame is
extracted for license plate recognition.

As outlined in Algorithm 1, in line 3 the BackgroundSub-
tractor(line) produces a foreground-masked binarized repre-
sentation of ’line’. Any background subtraction algorithm can
be used here. The algorithm accumulates the presence of pixels
(indicating parts of the vehicle) on the predefined line across
frames using a logical OR operation. This accumulated line
(line or) helps in tracking the continuous movement of the
vehicle. In line 6, invoking the getClusters(line or) function



Algorithm 1 Accumulative Line Analysis Algorithm
1: line or← {0}
2: for frame in Video do
3: line← frame[λ] ▷ Get pixels of the predefined line
4: line← BackgroundSubtractor(line)
5: line or← line ∨ line or
6: clusters← getClusters(line or)
7: for (l, r) in clusters do
8: line xor← line[l : r]⊕ line or[l : r]
9: if r − l < γ then

10: line or[l : r]← {0} ▷ Delete potential noises
11: else if sum(line xor) = r − l then
12: ALPR(frame) ▷ Recognize license plate
13: line or[l : r]← {0}
14: end if
15: end for
16: end for

returns an array of indices denoting the start (l) and end (r) of
each cluster within ’line or’. By identifying clusters of pixels
in the accumulated line, the algorithm determines segments
where a vehicle has potentially crossed the line.

The XOR operation is critical for determining when the
vehicle has entirely crossed the line. The XOR operation
between the current line (line) and the accumulated line
(line or) within a cluster checks for changes in the vehicle’s
presence across frames. If the XOR sum result is equal to the
size of the cluster (r − l), it means that the current frame’s
line pixels completely differ from the accumulated line pixels
within that cluster, indicating that the vehicle has fully crossed
the line. In line 12, the ALPR(frame) function extracts textual
information of the license plate from ’frame’, employing the
same procedure as steps (d) onward in the VR method depicted
in Figure 2. To ensure robust detection, the algorithm discards
clusters smaller than a predefined threshold γ to eliminate
noise.

This algorithm is particularly effective for real-time ap-
plications due to its simplicity and efficiency, reducing the
computational load by focusing on a single line per frame
rather than the entire frame.

IV. RESULTS AND DISCUSSION

The experiments were conducted on a system running
Python and Ultralytics. The hardware configuration included
an Intel Xeon Silver 4216 2.10GHz CPU and an NVIDIA RTX
A5000 GPU. The source code is publicly available at https:
//github.com/victor-nasc/Vehicle-Licence-Plate-Recognition.

A. Preparation

In this study, we used the YOLOv8-small model, fine-tuning
it on task-specific datasets to enhance detection performance.
For mark detection within the VR method, we generated 300
VR images from the four videos in the dataset described in
[14]. For license plate detection, we fine-tuned the model on
a publicly available dataset of over 10,000 images [15].

In the Accumulative Line Analysis (ALA) approach, we
used the Mixture of Gaussians 2 (MOG2) method for back-
ground subtraction with a history parameter set to 1, ensuring
the model responds quickly to immediate scene changes.

For Optical Character Recognition (OCR), we utilized the
CNN-OCR model [16], an architecture based on CR-NET and
fine-tuned for the Brazilian license plate layout (three letters
followed by four digits). The model includes the first eleven
layers of YOLO and adds four convolutional layers to enhance
non-linearity, effectively predicting 35 character classes [17].

We evaluated our methods using the Vehicle-Rear dataset
[17], which consists of 5 high-resolution videos meeting
the constraints of both methods, with clearly visible vehicle
license plates. These videos capture a busy cross-intersection.
For testing purposes, we manually selected only from footage
of Camera 1 the segments where vehicles move vertically
within the frame. The test set contains a total of 1,512 vehicles
with visible license plate, providing a robust evaluation. Some
example images are available on GitHub.

B. Results

For the experiments, we set γ = 100 due to the video
resolution and to build the VR images we used segments of
T = 900 frames (30 seconds), an optimal size for YOLO
processing. The line was positioned at a height of λ = 1000
pixels on the original videos, ensuring coverage of the entire
vehicle path. Table I compares Precision (P), Recall (R), and
F-score (F) for vehicle frame extraction.

TABLE I
VEHICLE FRAME EXTRACTION RESULTS

Video
Visual Rhythm ALA

P R F P R F
01 94.9% 97.4% 96.1% 84.1% 94.2% 88.8%
02 95.6% 96.5% 96.0% 86.0% 86.4% 86.2%
03 99.4% 99.0% 99.1% 99.2% 98.4% 98.8%
04 98.8% 98.1% 98.4% 97.8% 97.1% 97.4%
05 99.2% 98.9% 99.0% 99.3% 96.0% 97.6%

The results indicate that the VR approach consistently
outperforms the ALA algorithm across all videos. Specifically,
Videos 3, 4, and 5 show minimal variation in lighting condi-
tions, resulting in better performance for both methods.

In contrast, Videos 1 and 2 exhibit significant lighting vari-
ations and shadows due to the sun’s angle, which negatively
affects both methods, particularly the ALA algorithm that
relies heavily on background subtraction, and its performance
is impacted more by shadows and lighting changes. As a result,
ALA shows lower Precision and Recall in these videos, with F-
scores around 88.8% and 86.2%, respectively. The VR method,
however, maintains higher Precision and Recall, demonstrating
its robustness to such variations, with F-scores of 96.1% and
96.0% for Videos 1 and 2, respectively.

Overall, the Visual Rhythm method offers a more reliable
and consistent approach for vehicle frame extraction in ALPR
systems, particularly under varying lighting conditions.



We compared the efficiency of our approaches with
Roboflow’s frame-by-frame vehicle counting system [18]. This
system uses the ByteTrack tracking algorithm for real-time
object counting and has been adapted for ALPR. Both systems
were tested under identical environments using the same
license plate detection model weights. Table II shows the
mean OCR accuracy comparison for all three methods, with
accuracy calculated with respect to recognition of individual
characters.

TABLE II
LICENSE PLATE MEAN OCR RESULTS

System Frame rate Accuracy
Bytetrack [18] 24 FPS 88.72%
Visual Rhythm 63 FPS 88.66%

ALA 74 FPS 80.78%

Both the Visual Rhythm and ALA methods demonstrate
significant speed improvements compared to traditional frame-
by-frame approaches, with frame rates of 63 FPS and 74
FPS, respectively. Despite the higher speed, Visual Rhythm
achieves similar OCR accuracy (88.66%) to the ByteTrack
method (88.72%), while ALA, although slightly faster, it has
a much lower accuracy (80.78%).

It’s important to note that if one of the early steps fails and it
becomes impossible to extract the license plate, we consider
the approach to have misread every character in the license
plate for the accuracy calculation.

V. CONCLUSION

In this paper, we proposed two time-efficient methods
for Automatic License Plate Recognition (ALPR) in videos:
Visual Rhythm (VR) and Accumulative Line Analysis (ALA).
These methods extract a single frame per vehicle and ac-
curately recognize its license plate characters, minimizing
computational overhead.

Comparative analysis with the ByteTrack frame-by-frame
vehicle counting system highlighted the efficiency of our
methods. Both the VR and ALA methods achieved higher
frame rates, with VR maintaining comparable OCR accuracy
to ByteTrack. This indicates that our proposed methods not
only reduce computational complexity but also deliver reliable
performance in real-world video-based ALPR applications.

Overall, the Visual Rhythm method provides a more reliable
and consistent approach for vehicle frame extraction and
license plate recognition than ALA, especially under chal-
lenging environmental conditions. Furthermore, VR maintains
comparable OCR results to traditional multi-frame approaches.
However, there is ample room for improvement in the ALA
algorithm to enhance its robustness and performance under
varying lighting conditions and other challenging scenarios.
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44, Fundação de Apoio à Universidade de São Paulo (FUSP),
and FAPESP (grant 2022/15304-4).

REFERENCES

[1] P. Kaur, Y. Kumar, S. Ahmed, A. Alhumam, R. Singla, and M. F.
Ijaz, “Automatic License Plate Recognition System for Vehicles Using
a CNN,” Computers, Materials & Continua, vol. 71, no. 1, pp. 35–50,
2022.

[2] P. Mukhija, P. K. Dahiya, and P. Priyanka, “Challenges in automatic
license plate recognition system: An indian scenario,” in Fourth Inter-
national Conference on Computational Intelligence and Communication
Technologies (CCICT), 2021, pp. 255–259.

[3] C.-J. Lin, C.-C. Chuang, and H.-Y. Lin, “Edge-AI-Based Real-Time Au-
tomated License Plate Recognition System,” Applied Sciences, vol. 12,
no. 3, 2022.

[4] C.-N. Anagnostopoulos, I. Anagnostopoulos, I. Psoroulas, V. Loumos,
and E. Kayafas, “License Plate Recognition From Still Images and Video
Sequences: A Survey,” IEEE Transactions on Intelligent Transportation
Systems, vol. 9, pp. 377 – 391, 10 2008.

[5] Q. Wang, X. Lu, C. Zhang, Y. Yuan, and X. Li, “LSV-LP: Large-
Scale Video-Based License Plate Detection and Recognition,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 45,
no. 1, pp. 752–767, 2023.

[6] M. A. Arefeen, S. T. Nimi, and M. Y. S. Uddin, “FrameHopper:
Selective Processing of Video Frames in Detection-driven Real-Time
Video Analytics,” arXiv:2203.11493, 2022.

[7] C. Ngo, T. Pong, and R. Chin, “Detection of gradual transitions through
temporal slice analysis,” in Conference on Computer Vision and Pattern
Recognition, vol. 1, 1999, pp. 36–41.

[8] A. d. S. Pinto, H. Pedrini, W. Schwartz, and A. Rocha, “Video-based face
spoofing detection through visual rhythm analysis,” in 25th SIBGRAPI
Conference on Graphics, Patterns and Images, 2012, pp. 221–228.

[9] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look
once: Unified, real-time object detection,” arXiv:1506.02640, 2016.
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