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Abstract—Human-robot interaction imposes many challenges
and artificial intelligence researchers are demanded to improve
scene perception, social navigation and engagement. Great atten-
tion is being dedicated to the development of computer vision and
multimodal sensing approaches that are focused on the evolution
of social robotic systems and the improvement of social model
accuracy. Most recent works related to social robotics rely on
the engagement process with a focus on maintaining a previously
established conversation. This work brings up the study of initial
human-robot interaction contexts, proposing a system that is able
to analyze a social scenario through the detection and analysis
of persons and surrounding features in a scene. RGB and depth
frames, as well as audio data, were used in order to achieve better
performance in indoor scene monitoring and human behavior
analysis.

I. INTRODUCTION

Social robotics field has been discussed by several of the
human-robot interaction (HRI) themes, demanding researchers
to advance navigation, engagement and action decision sys-
tems. A central question in social robotics is how to promote
a comfortable and engaging interaction between humans and
intelligent robots, which are capable of performing tasks by
sensing the environment, interacting with external sources and
adapting their behaviour [1].

The aforementioned interaction should be able of supporting
natural scenarios, without movement or conversation restric-
tions. Current social robotics applications attempt to achieve
this state-of-the-art performance. However, in these applica-
tions, even common situations faced by humans characterize
a difficult problem in robotics, since it requires the robot to
detect persons and their location in the scene, to monitor their
gaze, to infer their psychological state and to identify their
interaction pattern. Moreover, there is an innate tendency of
humans to anthropomorphize surrounding entities [2], espe-
cially those that seems to present emotional, sensitive and
communicative abilities. As a consequence, robots that do
not meet human expectations turn the interaction extremely
frustrating.

The HRI research community has shown that recent ma-
chine learning and robot vision techniques can improve object
detection, person facial and pose recognition, and surrounding
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analysis. Aspects of long-term conversation are frequently
mentioned in the engagement process. Conversely, there is an
under-explored field dedicated to the initial interaction analysis
between robots and humans, which can be more resilient or
resistant to be interrupted, specially by an unknown entity.

The ability to perform scene perception through the ex-
traction of affective individual and group features during a
first approximation, can help the robot to handle complex
situations and to build a realistic relationship with humans.
In this way, consecutive human-robot interactions can reduce
false positives and avoid undesired initiatives. Furthermore, the
social robotics field can benefit from the integration between
initial and continuous engagement in order to complement
consolidated studies and applications.

In this context, we need to have alternative strategies that
do not wholly rely on longer-term trials but also yield insights
that address the initial interaction study. This paper is one
such effort since it presents an analysis model of typical social
scenes with a different number of persons on it and derives
affective labels, that could be used as a suitable interaction
choice related to the humans in the scene.

More specifically, our work aims to present two main
contributions: a social scene analysis and multi-target detection
based on multimodal data; and a labeling approach for initial
interaction contexts and human-aware robot behavior.

The methodology is based on macro features, that corre-
sponds to the similar deductions observed by a human during
initial social interactions. Some of these perceptions are the
location of the group, their interaction level in the scene and
receptiveness. Thus, the model can work over unknown (not
trained) scenes, since it guarantees that there is no bias related
to the number of persons or their intrinsic characteristics.

In order to improve the robustness of the model, we used
RGB-D and audio data to increase the model effectiveness
while dealing with complex situations in which only specific
features were not sufficient or could not be analyzed due to
occlusions or image quality limitations.

The figure 1 illustrates some features extracted by the
robot-vision system and some significant attributes derived
from them that were fundamental to process group interaction
metrics. Our model combines these metrics, with distance



Fig. 1. Social robot scene perception: the interaction intensity graph shows
the human-group mean value during the analysis of the social situation.

measurements, pose attributes and audio attributes to correctly
detect the affective state of a social situation.

This work is structured as follows. Section II reviews
relevant related works, highlighting the existing approaches of
human-robot interaction and scene perception adaptation. Our
approach for interaction context classification is described in
Section III. Section IV brings an overview of the methodology
chosen and the techniques used to improve the social robot
initial engagement. Afterward, Section V describes the exper-
iments performed, including the alignment between the current
results and project goals. Finally, section VI wraps up with
project conclusions, mentioning the contributions made and
achieved goals. The expected improvements are also presented
in this section.

II. RELATED WORK

Recognize other persons behavior prior to interacting with
them is a natural human feeling [3], [4]. There is a great
demand to create this capability in the context of social
robotics since, in the near future, they will coexist with us
in our environments and they will impact our daily routine.
Considering this, interest has grown from diverse disciplines
including: human-computer interaction [5], psychology [6],
artificial intelligence [7]–[9], medicine [4] and safety [10].

A. Affective Trust

Recent studies are usually focused on methods to keep
human-robot engagement, ignoring the analysis of primary
social context. Some prior research has identified the relevance
of starting an interaction at the right time as one of the most
important factors to increase the users affective trust [11]–[14].

In addition, social robots must provide confidence while
interacting with humans as a crucial factor to keep an assertive
engagement. In [15], the authors discussed that human trust

in robots is essential because it directly impacts the results of
human-robot interaction.

Regarding the interpersonal trust general concepts, social
psychology has studied the main factors that contribute to
its efficiency. According to some authors [16], there are two
interpersonal aspects mentioned as cognitive and affective
trust. Cognitive trust relies on the reliability and capability
of a specific party, while affective trust is based on expected
responses to the behavior of a party [17].

Existing studies relate the increasing of cognitive trust to
the repetition of expected cycles during an interaction, while
affective trust is based on the initial impressions [18], [19]. In
this way, casual and spontaneous communication can improve
user’s affective confidence regarding a previous unknown
entity, specially when it is a robot.

Applications based on surrounding and emotional state of
humans in a scene should have focus on affective trust con-
cepts when leading with initial interactions. Thus, to minimize
disturbance and maximize action timing response rates, robot
perception should be able to detect the most convenient social
group situation.

B. Human-aware interaction systems

A number of studies related to human-robot interaction are
focused on improving long-term conversation, usually during
1-1 conversation [20]. This type of analysis is restricted to
contacts already established between the person and the robot,
without the human primary intention analysis.

Regarding the use of procedures to detect human behav-
ior, some common features are usually retrieved from the
engagement monitoring such as the facial expressions, the
gaze behavior and the body position. However, the authors
in [21] cite the importance of understanding and recognize
unusual behaviors to prompt robot adaptation. The recognition
of activities in daily living [22] and the unsupervised learning
of temporal sequential actions [23] are some of them.

The studies related to crowd behavior monitoring also have
their importance in social perception field, resulting in models
that are able to re-plan movements and design collision-free
movements. In [24], the authors brought the interaction force
concept (attractive and repulsive), which is related to the
tendency to keep a distance between individuals and avoid
obstacles based on people velocity between frames and their
direction in the scene. The work [25] also used different ways
to maximize interaction and facilitate person localization in
the scene, such as speaker location and gesture mapping.

The understanding of the affective scene state before initiat-
ing interaction with human groups is also mentioned in order
to improve the social robot reliability. Recent works have used
different techniques to understand humans and calculate the
interaction forces between robot, human and obstacles.

In [26], some research was done to relate other works, trying
to find a pattern to designate the best social situation and
interruption labels. The paper brings a lot of ideas on how to
model the problem and the most common features used in each
sub-field. In [27], the authors used a multilayer perceptron,



having as input features related to speech, head pose and eye
gaze, in order to classify seven levels of interruption. Despite
of achieving good results, the experiment was restricted to few
participants in controlled conditions and poses. Moreover, only
RGB and audio data were used, without the distance measures
proportioned by the depth sensors.

C. RGB-D robot perception

RGB-D data has been used to improve human-robot interac-
tion models, bringing advances in social perception and indi-
vidual features detection. Applications that use this technology
frequently performed better than traditional approaches based
exclusively on RGB images.

Nowadays, RGB-D cameras have been used in robotic
applications [28], expanding possibilities related to object
texture information and people localization when compared
to traditional optical images.

Current academic works had implemented RGB-D models
able to contextualize the social scene situation according
to people features with efficiency. In [29], a mobile robot
improved navigation and behavior changes with the use of
RGB-D data. The system contains manipulation skills and a
vast set of tasks, tracking the person location with respect
to the camera and making contact with the users in a home
environment more assertively.

Applications using RGB-D camera images are constantly
compared to approaches that use exclusively depth or color
images. A study using default RGB-D settings [30] demon-
strated that a robot could imitate human pose actions observed
from a human teacher with significant improvement over other
works with traditional cameras. In [31], they also explained the
depth data importance and its use to develop a framework of
real-life scenario for elderly subjects supported by an assistive
bathing robot.

III. PROPOSED METHOD

A. Overview

This work presents a strategy to identify the affective level
and interaction state during initial engagement with humans,
asserting that the individuals are likely to be interrupted in
order to start a conversation or receive a casual greeting.
A RGB-D and audio dataset created from scratch was used
to improve model performance since it contains recording
specifications that guarantee that the attributes of interest were
captured appropriately.

The affective scene perception module was designed to be:
• Robust: performs the analysis and classification of the

social scene participants based on different situations
trained by the model.

• Flexible: portable to run on untrained environments once
the dataset used includes different types of rooms with a
variable number of persons.

• Intuitive: abstracts low-level feature details and highlights
the macro features to simulate a naturalistic way that a
person would detect the social situation.

Our first approach to the problem focuses on the classifica-
tion of the affective scene situation, in terms of how a group of
persons is open to start a new interaction with a social robot.
The labels represent the most suitable cases regarding human
receptiveness:

• Active - An individual or a group of persons want to
start an initial interaction or are actively demonstrating
interest. In this case, the robot should perform an active
interaction.

• Proactive - An individual or a group of persons may
be open to starting an interaction but they are not
demonstrating interest directly. In this case, the robot
could perform a proactive interaction trying a future
engagement.

• Passive - An individual or a group of persons do not
want to start any initial interaction since they are not
demonstrating interest. In this case, the robot must avoid
interaction.

Based on these characteristics, our system pipeline is com-
posed of three modules (Figure 2):

• Data collection module - Perform the tasks related to the
acquisition and storage of frames and audio information.
Intrinsic configurations are set to optimize the recording
time and quality.

• Extract, Transform and Load (ETL) module - Responsible
for the feature extraction based on raw video frames and
audio segmentation; the attributes creation using filters
and transformations; the loading of an unified feature
vector.

• Classification module - Dataset labeling with the expected
annotation for each sample; split into training, validation
and testing data; final classification model design and
implementation.

B. Data collection module
The definition of camera and scenes configuration, as well

as the recording details, were based on the characteristics in
Section III-A. Hence, the scenario selection and the presence
of the correct number of people in each sample was important
to obtain a generic dataset. We executed various experiments
in order to define the optimal parameters and the structure.

We used the Intel Realsense R200 to capture the video
frames, which is focused on medium distances and can record
RGB-D with a frame rate up to 60 frames per second (fps)
[32]. Since this work is not worried about small transitions
in terms of milliseconds, the default value considered was 30
fps. Moreover, we only stored significant information, so RGB
and depth frames were collected with the maximum resolution
of 1920x1080 for RGB frame and 640x480 for depth frames.

The Intel RealSense SDK documentation describes the
configuration options to use the R200 camera on different
situations. We analyzed each possibility through the open-
source tool called cpp-config-ui [33], which is provided by the
Intel development kit. Thus, we could study the main camera
characteristics and select the best parameters during a real-
time frame comparison.



Fig. 2. Social robot scene perception system

The training dataset contains images representing the robot
vision perspective of approximately one meter high, avoiding
occlusions and maximizing the field of view in common indoor
environments. In this way, both standing and sitting persons
could be detected properly to improve body and facial tracking
quality. Moreover, each sample corresponds to a 7-second
RGB-D recording of a scene. This time period was used based
on exploratory tests endorsing it as a reasonable time frame
to recognize individual and surrounding features, as well as
analyze the social cues in the scene.

The samples were collected in dierent indoor environments,
with variations in natural luminosity, trying to ensure that the
system becomes generic and robust.The recording sessions
were carried out in the following simulated environments:

• Social: Public indoor places such as gym and game room.
• Home: Indoor rooms such as living room and TV room.
• Workplace: Indoor rooms such as office and a meeting

room.

Given that the dataset was created from scratch, the data
labelling of the expected social robot reaction to each scene
was performed by three annotators avoiding biased results.
The labelling process was based on the raw collected samples
and the most frequent value annotation represented the chosen
class for the respective scene.

C. ETL module

Regarding the data complexity, a proof of concept system
was developed to define the best features to work with. As
a consequence, many attributes based on face detection and
body tracking were discarded, since they contained a high
percentage of missing values and a low importance to the
model.

The audio files collected correspond to the entire samples
and include moments with diverse sound background and
conversations. The audio features extraction is based on the
determination of overall metrics for surrounding, measuring
the conversation-level and noise-level present in the scene. The
intrinsic characteristics of the audio waveform were analyzed
such as the energy, the RMS (Root-Mean-Square), the zero
crossing rate and the spectral centroid. We chose these features
because they can provide a general context of how the audio
signal behaves during each frame.

Regarding the image feature extraction, the OpenFace ap-
plication [34] was used as an improvement attempt, using
techniques that could verify facial reference points, head
position, facial action units and eye-gaze direction. In this way,
some characteristics were collected and analyzed as:

• Head location: location of each head in the scene with
respect to the camera.

• Head pose: head rotation in radians around X,Y,Z axes.
• Facial 2D landmarks: location of 68 landmark points in

pixel, corresponding to pairs of (x,y) values.
• Facial Action Units: intensity (from 0 to 5) of 17 action

units and the presence (present or absent) of 18 action
units.

• Eye region 2D landmarks: location of 2D eye region
landmarks in pixels.

• Eye gaze direction: eye gaze direction in radians averaged
for both eyes.

Some of these features had to be disregarded since they
require a high-quality image with good illumination condi-
tion, correct focus and with persons close to the camera.
Therefore, some samples with several people located at a
medium distance from the camera or hidden by some object
in the scene, caused unsatisfactory results during the feature
extraction, especially when estimating the region of the eyes
and the action units. Even with the use of large images, the
detection of each face region considering different head poses
is a common difficulty in the field of computer vision. With the
resolution of 1920x1080, humans in a profile position prevent
the accuracy of the face detection model from being efficient.

Pursuing a better solution for face detection, we used body
tracking through the detection of joints, which has been a good
approach to verify person location. Hence, our method has
used the well-known OpenPose [35] solution to estimate 25
body keypoints with good evaluation when having multiple
people on the scene. Consequently, given the results of the
body position, the face image could be cropped to the next
phase of the process.

In possession of the appropriate cropped face of each subject
presented in the social scene and its distance to the camera
(provided by the depth sensor), the head pose detection and
the facial landmarks were implemented. Thus, we end up with
the following intermediate features required for the affective
scene detection model:



• RGB-D features: The number of persons inside the scene
region, their face bounding boxes, body tracking and
distance to the robot. The union of these characteristics
contributes as additional context information regarding
each individual.

• Facial Analysis: Location of 2D facial landmarks and
pose features (head location with respect to the camera
and radian rotation), for each subject recognized.

• Audio features: The audio signal energy and RMS, the
zero crossing rate and the spectral centroid.

The affective scene detection model must be generic to
classify situations, not depending on the number of people and
their individual characteristics. Based on this, the attributes
were created considering the main goal of mapping the dif-
ferent types and levels of interaction between individuals and
their relationship with the robot presence.

The intermediate features previously described were used
as input and the data modeling methodology applied some
transformations to derive some representative attributes. We
also reused some features in the final dataset that were already
suitable for the entire environment such as the number of
persons.

Firstly, the head pose was estimated using the facial land-
marks and by fitting them to a generic 3D face model with use
of Levenberg-Marquardt Optimization [36] of Direct Linear
Transform [37] approach. This method uses the idea of getting
3D points in world coordinates and transforming to 3D points
in camera coordinates, with the premise that some variables
are already known. Some parameters were considered in order
to perform this estimation:

• Intrinsic parameters of the camera: The camera was
considered calibrated, the focal length approximated by
the width of the image in pixels, the optical center by
the center of the image and assumed that radial distortion
does not exist.

• 3D landmarks locations of the same points: The 3D
points location correspondent to the respective 2D fea-
ture points. These values were predefined based on the
arbitrary reference frame and represented in world coor-
dinates.

In possession of the head pose angles named pitch (trans-
verse axis), yaw (vertical axis) and roll (longitudinal axis),
the interaction intensity between scene participants could be
calculated based on the following descriptive macro attributes:

• Human-group interaction level: Measures the intensity of
the engagement between a group of humans presented in
the scene, ranging from -1 to +1.

• Human-robot interaction level: Measures the intensity of
the interaction interest between a group of humans and
the social robot presented in the scene, ranging from 0
to +1.

The notion of parallelism or similarity between vectors was
based on the cosines law by using their sum and difference
calculation. The intensities derived from human pose make use
of these concepts to obtain a relevant metric.

The human-group interaction level estimation was based on
the mean of derived principal axis intensities Iyg, Ipg and Irg
which represents respectively the yaw, pitch and roll group
engagement intensities. These values were calculated using
the following equations, assuming N the number of persons
in the scene and Yi, Pi, Ri representing respectively the yaw,
pitch and roll relative angles to the human in analysis:

Iyg = −

N−1∑
i=1

cos(Yi − Yi+1)

N − 1
, (1)

Ipg =

N−1∑
i=1

cos(Pi − Pi+1)

N − 1
, (2)

Irg =

N−1∑
i=1

cos(Ri −Ri+1)

N − 1
. (3)

The human-robot interaction level was calculated using
the mean of derived principal axis intensities Iyh, Iph and
Irh which represents respectively the yaw, pitch and roll
group interest in interact with the social robot. The following
equations describes the estimation basis:

Iyh =

N∑
i=1

cos(Yi)

N
, (4)

Iph =

N∑
i=1

cos(Pi)

N
, (5)

Irh =

N∑
i=1

cos(Ri)

N
. (6)

Based on these attributes and some information derived
from intermediate features, the final unified feature vector
loaded into the classifier contains:

• Number of persons in the scene;
• Relative distance from the closest person;
• Rotation angles yaw, pitch and roll from the closest

person;
• Human-group interaction level based on yaw, pitch and

roll angles;
• Human-robot interaction level based on yaw, pitch and

roll angles;
• Median, Amplitude and Standard deviation of the audio

energy.
• Median, Amplitude and Standard deviation of the audio

RMS.
• Median, Amplitude and Standard deviation of the audio

zero crossing rate.
• Median, Amplitude and Standard deviation of the audio

spectral centroid.



D. Classification module

Since the main model goal was to achieve, with satis-
factory results, an affective classification of the scene being
able to provide a robust social situation detection, we used
different machine learning algorithms with tuning steps such
as grid-search and cross-validation. Due to the existence of
four-dimensional information, the spatiotemporal domain was
considered and consecutive frames had to be analyzed as a
sample sequence while designing the neural network structure.
However, we also implemented the traditional classification
algorithms such as SVM (Support Vector Machines) and
LDA (Linear Discriminant Analysis), in order to compare the
frame-by-frame baseline result and to evaluate the developed
methodology.

Our methodology consisted in using the combination of
three neural networks of the same architecture to designate the
final output, focused on the development of a bagging ensem-
ble, in which each learner corresponded to a classifier based
on a specific time frame. The MLP (Multi-Layer Perceptron)
and the ELM (Extreme Learning Machine) neural networks
were used as classifiers during the experiments.

Since our training dataset contained short-time samples, we
decided to split the frames into only three parts. First, we
created partial datasets based on these sub-samples so that each
new sample contains part of the entire information but with
the same output label. Then, we fit a neural network classifier
for each of these samples. Finally, we aggregated them such
that we retrieved the average of their outputs probabilities,
obtaining an ensemble model that analyzes the social scene
in dierent moments in time and assigns an unique interaction
strategy (soft-voting technique).

IV. EVALUATION AND EXPERIMENTS

In this section, we present metrics obtained from different
algorithms during cross-validation results. As mentioned in
section III-A, a classifier was trained to predict the labels
active, proactive and passive.

Our approach took 70% of the dataset as training data, 20%
as validation data and the remaining 10% as test data, in order
to potentiate the evaluation metric during unseen situations. In
order to have a model less sensitive to the scale of features,
the standardization method was applied.

In the beginning, we tested the Support Vector Machine
(SVM) multi-class classifier, that designates the class with the
greatest margin from other classes as being the correct result.
The weak version achieved the precision of 72.4% while the
optimized 73.3%. Thereat, we used the Linear Discriminant
Analysis (LDA) without tuned hyper-parameters (the classifier
has few adjustable options), obtaining 72% as a result.

Later, because the previous classifiers did not take into
account the spatiotemporal domain, we used neural networks
having as input partial vectors of stacked features. Thus, they
could indirectly assimilate the entire sample as a video se-
quence using their internal characteristics after the application
of an ensemble methodology.

Based on this, we first applied the ELM model, reaching
74.2% accuracy. As the number of macro attributes enabled
a heavier training, we also used the MLP, which in this case
resulted in the best solution compared to the others (Table I):
an accuracy of 75.7% with the three-layer configuration and
500 as the number of maximum iterations. Since the MLP
model took only some extra training time to increase 1.5 %
of precision, we chose it as final classifier.

Regarding the advantages of using multimodal data in our
application, the Table II shows the results obtained from
the comparison methodology that consisted of the training
of three models. These models considered different feature
sets, following the same definition of cross-validation defined
previously.

TABLE I
CLASSIFIERS PERFORMANCE

Classifier Precision Recall F1-Score
SVM default version 72.40% 71.20% 71.20%

SVM grid-search version 73.30% 73.30% 73.30%
LDA 72.00% 71.50% 71.70%
ELM 74.20% 74.10% 74.10%
MLP 75.70% 75.20% 75.45%

TABLE II
COMPARISON RESULT AMONG FEATURE SETS.

Feature Set Precision Recall F1-Score
Audio 52.80% 52.30% 52.55%

RGB-D 71.20% 70.80% 71.00%
Multimodal 75.70% 75.20% 75.45%

V. CONCLUSIONS

In this paper, we have described the social robotic system
capable of classifying the affective scene based on multi-
person interactions and contextual cues. Our current results
show that the system accuracy was up to 75.70% at de-
tecting the correct label on initial interaction situations. We
also demonstrated that the analysis of each sample as a
sequence enhances the accuracy, enabling the correlation be-
tween frames.

The multimodal data analysis of the scene and people
features increased human-aware robot perception in cases
of complex scenarios and short time of reaction. The raw
features study and the modeling of novel attributes related
to engagement intensities were feasible due to the use of a
multimodal dataset created from scratch.

The future improvements of this work would include the
creation of additional audio attributes to extract relevant in-
formation related to the detection of conversation and noise
in the environment. In addition, a discrepancy value detection
module will be created to filter out the erroneous intensities
calculated across dierent frames, reducing the number of false
positives.
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