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Niterói, Rio de Janeiro, Brazil
{vitorlourenco, gabrielagomessilva}@id.uff.br, laffernandes@ic.uff.br

Abstract—We present the Hierarchy-of-Visual-Words (HoVW),
a novel trademark image retrieval (TIR) method that decomposes
images into simpler geometric shapes and defines a descriptor
for binary trademark image representation by encoding the
hierarchical arrangement of component shapes. The proposed
hierarchical organization of visual data stores each component
shape as a visual word. It is capable of representing the geometry
of individual elements and the topology of the trademark image,
making the descriptor robust against linear as well as to some
level of nonlinear transformation. Experiments show that HoVW
outperforms previous TIR methods on the MPEG-7 CE-1 and
MPEG-7 CE-2 image databases.

I. INTRODUCTION

Trademark images are complex patterns consisting of graph-
ical or figurative shape patterns (device-mark), text words or
phrases (word-in-mark), or both. Trademark images carry not
only the identification meaning but, also, the reputation and the
quality meanings of the associated product or service. Thus, it
is of the intrinsic interest of companies to ensure the ownership
and exclusive use of their trademark images. The design of
automatic trademark image retrieval (TIR) systems has been an
active research topic [1]–[8] due to the complexity of manual
trademark image matching analysis.

All these artificially-produced images are designed to have
a visual impact and consisting of multiple elements, which
may be closed regions, lines, or areas of texture. Existing TIR
systems, however, typically treat trademark images as indivisi-
ble structures by computing descriptors integrating global and
local image features [1]–[3] or by partitioning the image [4]–
[6] without considering the distribution of their component
shapes. Such a practice has been successful in retrieving near-
duplicated images but may fail in detecting similar instances
that preserve the topology of their components without con-
serving the relative location of their elements.

This paper presents a novel TIR method called Hierarchy-
of-Visual-Words (HoVW). The key insights of our solution
is that shape is probably the single most important feature
used by human observers to characterize an image. Also,
image structure and the layout of individual image elements
are essential when judging similarity [9]. Therefore, we have
designed the HoVW approach as a method that takes compo-
nent shapes, image structure, and layout of individual image
elements into account while computing descriptors of trade-
mark images. Fig. 1 shows the main steps of the HoVW. In
the training stage, our approach decomposes the set of training

trademark images (a) into simple component shapes (b-c) and
learns a codebook of visual words for those shapes (d-e). The
hierarchical arrangement of components within each image
leads to the representation of trademarks as trees of visual
words (f). Then, our approach learns a codebook of visual hier-
archies (g), which defines a labeling system for trademark im-
age representation. In the evaluation stage, the HoVW uses the
visual words codebook to encode the simple shapes extracted
from the query image (h-k). Next, the hierarchical relationship
of its components is enconded (l), and the visual hierarchies
codebook is used to accelerates the retrieval of similar images
from the database (m). The feature vectors in (d) and (k)
are comprised of Zernike moments (ZM), circularity, average
bending energy, eccentricity, and convexity. The dissimilarity
between two hierarchies produced in (f) and (l) is computed
using an efficient tree edit distance algorithm [10]. Clustering
in (e) and (g) are performed using, respectively, point-based
k-means [11] and mean shift for distance matrices [12].

The main contributions of this paper include: (i) a new
learning-based framework for the hierarchical representation
of elements in binary images; and (ii) its application on trade-
mark image description and retrieval from image databases.
We have performed experiments using the popular MPEG-
7 CE-1 and MPEG-7 CE-2 image databases to compare the
efficiency of our method against state-of-the-art solutions in
TIR tasks.

II. RELATED WORK

Some recent solutions on TIR systems follow the strategy
of integrating global features to capture the gross essence of
the patterns and local features to describe the interior details
of trademark images. For instance, Wei et al. [1], Anuar et
al. [2], and Qi et al. [3] build feature vectors by concatenating
global descriptors like ZM with local measures like curvature
and distance to centroid, among others. In contrast to those
approaches, the descriptors produced by HoVW do not encode
global and local information separately.

Liu et al. [4], Sidiropoulos et al. [5], and Yang et al. [6] pro-
pose hierarchical region feature descriptors where the binary
trademark image is iteratively partitioned into progressively
smaller ones along various directions. HoVW does not rely on
image partitions. Our approach decomposes binary trademark
images into sets of simpler component shapes and builds the
hierarchical arrangement of those components.
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Fig. 1: Overview of the training and evaluation stages of the Hierarchy-of-Visual-Words approach.

The image retrieval system proposed by Alajlan et al. [7],
[8] uses a structured representation called Curvature Tree
to encode both shape and topology of objects and holes
(Definiton 1) comprising a binary image. Our approach uses
a different tree structure to represent topology. Also, our tree
dissimilarity measure is based on tree edit distance [10] instead
of maximum similarity subtree isomorphism [13].

The use of codebooks and structured representation of
images was also considered by Silva et al. [14], [15]. However,
in this case, local information of grayscale images is extracted
by Hessian Affine and SIFT detectors. As a result, Silva’s et al.
approach is not suitable for low-textured trademarks. Also, the
visual-word arrangement is defined by a planar graph instead
of the tree structure applied by our approach to organizing the
component shapes of the trademark image.

III. THE PROPOSED FRAMEWORK

As a learning-based approach, the HoVW framework is
comprised of training and evaluation stages. Fig. 1 illustrates
the main steps of each one of them.

Trademark image binarization is performed at both stages
of HoVW (Figs. 1 (b) and (i)). It consists of converting digital
trademark images into binary images from which component
shapes will be extracted. In this step, we first convert a given
color image to grayscales. Than, we apply a median filter [16]
to reduce impulsive noise and a bilateral filter [17] to remove
texture without losing overall shapes since sharp edges are
preserved. The final binary image is obtained by applying
Otsu’s method [18] on the textureless grayscale image.

Shape extraction aims to split binary images into objects and
holes, i.e., their component shapes (Figs. 1 (c) and (j)).

Definition 1 (Object and hole): Objects and holes are connect
sets of, respectively, foreground and background pixels.

For instance, in Fig. 2 (top), all the pixels that are set to
white are foreground pixels, while the background pixels are
set to black. Thus, this image includes two objects (the circle
and the cloud) and two holes (the rectangle and the square).

In this work, we extract shapes using the border-following
method proposed by Suzuki and Abe [19]. Their approach
applies a border labeling mechanism capable of describing

the relationship among the outer borders and the hole borders,
capturing the topological structure of a given binary image.

Shape’s feature extraction consists of building a feature
vector for each component shape of a given trademark image
(Figs. 1 (d) and (k)). These 29-dimension feature vectors
combine region-based and contour-based descriptors.

Shape’s region is described by the 25 moments of the
Zernike polynomials of order 0 to 8. ZM are rotation invariant
by construction. We use Khotanzad and Hong’s approach [20]
to obtain translation and scale invariance too. We have used
four measures to describe shape’s contour [21]:
• Circularity defines the relation between the perimeter of the

shape and its area;
• Average bending energy defines the mean sum of the shape’s

curvature;
• Eccentricity characterizes the statistical distribution of con-

tour points around the principal axes of shape’s contour;
• Convexity defines the relation between the perimeter of the

convex hull and the perimeter of the shape.
We have chosen the above mentioned descriptors because

they showed to be robust and have low computational cost.
Also, they are invariant to rotation, translation, and scale.

Visual words codebook learning is performed only during
the training stage (Fig. 1 (e)). In this step, we apply k-
means clustering [11] on the feature vectors computed for
the component shapes of the training images. The resulting
clusters are a general representation of the shapes, in which
each cluster acts as a word in the codebook Λ that assigns a
given shape to a learned visual word by using the Euclidean
distance between the shape’s feature vector and the cluster’s
centroid.

Hierarchical relationship encoding is a key step of the
HoVW framework (Fig. 1 (f) and (l)). For each binary image,
this step produces a tree structure induced by:

Definition 2 (Shape inclusion): A shape A is said to be
included in a shape B if and only if A is a hole surrounded
by object B or A is an object surrounded by hole B.

Definition 3 (Shape exclusion): Shapes A and B exclude each
other if and only if they are included in shape C.



Corollary 1 (Visual hierarchy): The recursive inclusion and
exclusion relationship of objects and holes yields the hierar-
chical organization of visual data into a tree structure where
each node corresponds to one shape, and it is related to its
ancestor node by inclusion and to its siblings by exclusion.

For instance, in Fig. 2 (left), the small square hole is
included in the circular object, while in Fig. 2 (center) the
circle and cloud exclude each other but are included in the
black rectangle. According to Corollary 1, the hierarchical
relationship of those shapes leads to the tree in Fig. 2 (right).

In the HoVW framework, each node of the visual hierar-
chy stores a reference to the word that better describes the
respective node’s shape in the codebook of visual words.

Visual hierarchies codebook learning is the last step of the
training stage (Fig. 1 (g)). It aims to discover the most suitable
set of labels to represent similar visual hierarchies within a
database. Those labels are used to accelerate TIR queries dur-
ing the evaluation stage of the HoVW framework (Fig. 1 (m)).

In this step, we compute the dissimilarity matrix of visual
hierarchies representing the training images and use this matrix
as the input of the mean shift clustering procedure [12].
Ideally, the dissimilarity measure between two visual hier-
archies has to be robust against changes on the compared
trademark images. Those changes include linear and non-linear
transformations, and the addition and removal of elements.
Also, it must be computationally and memory-efficient. We
satisfy those requirements by using the AP-TED algorithm de-
veloped by Pawlik and Augsten [10], an approach that counts
the minimal-cost sequence of editing operations needed to
transform a tree into another while keeping low computational
cost and memory footprint.

We have modeled the costs of the rename, insert, and
remove editing operations performed by AP-TED as follows:
Rename a node is similar to change the visual word stored by
it. Thus, the cost of this operation is the Euclidean distance
between the centroids of the clusters corresponding to the
actual and the desired words in the codebook Λ:

δr(na, nb) = distE(λa, λb), (1)

where distE denotes the Euclidean distance, na and nb are
tree nodes, and λa and λb are their respective visual words.
Insert and remove costs are calculated in function of the mean
distance between all pairs of visual words in Λ, modulated by
a factor α. This factor is proportional to the most influential
value between the deep D of the node n in the tree or the
number of siblings of n at same level L of the tree:

δx(n) = α
2

m (m− 1)

m∑
i=1

m∑
j=i+1

distE(λi, λj), (2)

where α = min{log−1
2 L, log−1

2 D}. In (2), m is the number
of visual words in Λ, and λi and λj are visual words in Λ.

Both cost heuristics were chosen given the spatial character-
istics of the shapes’ representation through visual words and
the hierarchical semantics encoded in the hierarchies.

Fig. 2: Examples of inclusion and exclusion relationships.

Similar images retrieval step receives the hierarchical rep-
resentation of the query image as input (Fig. 1 (m)). Recall
that the proposed representation is a tree structure. As a result,
conventional point-based searching strategy for retrieving the
k-nearest neighbors in feature space cannot be used with our
approach. We overcome this issue by using the codebook Θ of
visual hierarchies to speed up database search. Our searching
strategy first compares the query image representation with
the set of database entries having the same label in Θ. It only
looks within other sets of entries having close labels if the user
wants to retrieve more images. Retrieved images are presented
in ascending order of dissimilarity.

IV. EXPERIMENTS AND RESULTS

We have implemented our algorithms using Python.
Our code1 performs codebook learning and efficient closest
visual word searching using the implementations of k-means,
mean shift, and k-d tree provided by the scikit-learn
library. Image filtering and shape extraction are performed
using OpenCV. The dissimilarity of hierarchies is computed
using the AP-TED’s implementation provided by the authors.

We have used two image databases in our experiments:
MPEG-7 Core Experiment CE-Shape-1 and MPEG-7 Region
Shape Dataset CE-2 [22]. The MPEG-7 CE-1 database is
comprised of 1,400 images organized into 70 classes having
20 similar images each. The MPEG-7 CE-2 database includes
871 images organized into 51 categories having from 11 to 21
images each, and 2750 images that do not belong to any
category. We have used only the categorized images in our
experiments.

In our experiments, we have performed median filtering
using a 5× 5 window. Here, bilateral filtering has no effect
since the databases have only binary images.

The size of the visual words codebook was set to k = 800
for MPEG-7 CE-1 and to k = 600 for MPEG-7 CE-2 after
looking for the maximum among the mean average preci-
sion (MAP) metric values [23] computed as function of the
number of clusters in k-means, for k ∈ {100, 200, · · · , 1200}.

The bandwidth h of the mean shift clustering procedure
was chosen after assuming h ∈ {0.1, 0.3, 0.5, 0.7, 0.9} for
MPEG-7 CE-1 and h ∈ {1.1, 1.3, 1.5, 1.7, 1.9} for MPEG-
7 CE-2, and then analyzing the respective MAP values. A
small bandwidth value produces a codebook with increased
number of labels, which makes it more detailed in terms
of nuances between visual hierarchies. On the other hand, a
large h value produces a codebook with fewer labels, which
makes it more resilient to small changes. The parameter h
was set to 0.7 and 1.7 for, respectively, MPEG-7 CE-1 and

1HoVW: https://github.com/Prograf-UFF/HoVW
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Fig. 3: The precision-recall curves of compared approaches.

MPEG-7 CE-2 databases. Both values maximized the MAP
value and produced codebooks having 25 and 21 labels,
respectively. According to our experience, the advantage on
using mean shift instead of k-means for visual hierarchies
codebook learning is that it is quite more difficult to set the
expected number of clusters (k) for trademark images than for
visual words representing simpler shapes.

We have evaluated our approach by comparing its precision-
recall curves [23] to results presented by Liu et al. [4], Anuar
et al. [2], and the traditional use of ZM as baseline [20]. In
experiments on MPEG-7 CE-1 (Fig. 3, left), HoVM yields
a near-perfect result for the first 11 images retrieved in all
categories, obtaining precision of 99.79% up to recall of 55%.
For the last correlated image retrieved, HoVM’s precision was
72%. The decay of the curve is easily explained by the way
database entries are retrieved by HoVW and how we compute
precision. Recall from Section III that HoVW retrieves from
the database all images having the same label as the query
hierarchy and, gradually, chunks of entries with close labels.
Conservatively, we include in the calculation of precision
and recall all entries associated with the secondary sets of
retrieved images. Therefore, it is expected that precision will
decline with the increase of recall as the labels containing the
remaining similar items become further from the original label.
We believe that the adoption of specialized data structures to
manage intra-label relationships would help mitigate this issue.

When compared to Anuar et al. and ZM, it can be seen in
Fig. 3 (left) that the proposed approach has the best precision-
recall curve in all ranks. HoVW outperforms Liu et al.’s
approach up to recall of 80% and their performance are
comparable from recall of 85% to 100%. This result suggests
that in practical applications of TIR specialists would have
access to the expected top-ranked similar trademark images
while judging copyright infringement.

Fig. 3 (right) shows comparable results on the MPEG-7
CE-2 database for the competing techniques. In this database,
HoVW presents slightly better performance than Liu et al.’s
approach on 11 out 20 cases of the precision-recall curve and
outperforms both Anuar et al. and ZM techniques.

V. CONCLUSION AND FUTURE WORKS

We presented a learning-based approach for TIR that uses
two codebooks. The first codebook encodes basic shapes
expected in the images. The second codebook encodes both
local and global information of trademark images through
hierarchical arrangements of their component shapes. The
hierarchy is defined as a tree where each node is related to
a component shape while tree levels describe the topological

relationship of the components. Tree dissimilarity is computed
using an efficient tree edit distance algorithm. Experimental
results on well-known image databases show that our approach
outperforms state-of-the-art techniques. As future work, we
are exploring ways to incorporate principles from Gestalt
psychology while decomposing trademark images into basic
shapes.
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