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Abstract—Multimodal perception systems used in autonomous
vehicles rely on precise temporal synchronization between sensors
such as cameras, radars, and LiDAR. Small misalignments of
only a few milliseconds can compromise perception and decision-
making in dynamic scenarios. This work presents the SENSYNC
architecture, an entirely software-based solution built on ROS
2 for acquiring and synchronizing sensors in a Jeep Renegade
equipped with three cameras, three FMCW radars, and a VLP-
16 LiDAR. The platform is evaluated under real urban traffic
conditions, quantifying temporal offsets between sensors and the
robustness of multimodal recording. The results show average
offsets close to 1 ms for radar/camera pairs and typically below 25
ms for radar/LiDAR pairs, values suitable for multimodal fusion
in urban environments. Approximately 12 GB of multimodal data
were collected, with an average recording rate of 29 MB/s (1.74
GB/min). These results confirm the feasibility of achieving fully
software-based synchronization in real vehicles.

Index Terms—Synchronization, ROS 2, Sensors, Autonomous
Vehicles, Multimodal Perception

I. INTRODUCAO

Nas dltimas décadas, veiculos auténomos, juntamente com
0os Advanced Driver Assistance Systems (ADAS) e Au-
tonomous Driving Systems (ADS), transformaram o setor
automotivo, oferecendo maior seguranga, eficiéncia e conforto.
Para o correto funcionamento, esses sistemas dependem de
uma percep¢do espacial precisa, obtida pela integracdo de
multiplos sensores como LiDAR, cameras, radares, GPS e
IMUs, cada um fornecendo informagdes complementares para
a constru¢do de uma representacdo consistente do ambiente
ao redor do veiculo [1]. Entretanto, a simples fusdo desses
sensores ndo ¢ suficiente se ndo houver alinhamento temporal
adequado. A literatura mostra que atrasos de apenas 50 ms
podem resultar em erros superiores a 1,4 m na estima-
tiva da posi¢do de objetos a 100 km/h [2], evidenciando a
sincronizagdo temporal como um requisito critico em veiculos
autdbnomos.

Nesse contexto, o Robot Operating System 2 (ROS 2) tem
sido amplamente adotado como middleware para integracido
multimodal. Baseado no protocolo Data Distribution Ser-
vice (DDS), o ROS 2 fornece mecanismos de comunicagio
assincrona, politicas configuraveis de Qualidade de Servigco
(QoS) e carimbos de tempo consistentes nos cabegalhos das

mensagens [3]. Além disso, a biblioteca message_filters
disponibiliza o filtro ApproximateTime, que permite agru-
pamento de mensagens de sensores distintos com base na
proximidade temporal entre seus timestamps. Essa combinacao
torna possivel implementar sincroniza¢do exclusivamente em
software, sem recorrer a mddulos externos de temporizagido ou
interfaces dedicadas como PTP (IEEE 1588).

Apesar da existéncia de conjuntos de dados consolidados,
como nuScenes e KITTI [4], ha escassez de datasets multi-
modais adquiridos em contextos brasileiros, cujas condi¢des
urbanas, iluminacdo varidvel, vias estreitas, trifego denso
e sinalizacdo heterogénea, diferem substancialmente dos
cendrios presentes nos principais bancos de dados globais [5].
Assim, arquiteturas reprodutiveis para aquisi¢do sincronizada
de dados em veiculos reais sdo de grande relevancia para a
comunidade cientifica nacional.

Neste trabalho, propde-se uma arquitetura de sincronizagdo
temporal baseada exclusivamente em software, utilizando
ROS 2 Humble, aplicada a um Jeep Renegade equipado com
cameras, radares e um LiDAR. A principal contribui¢do é
mostrar que, mesmo sem temporizagdo externa, € possivel
alcancar sincronizag@o consistente em ambiente real e gerar
um dataset multimodal.

II. TRABALHOS RELACIONADOS

Em [6], o EverySync foi desenvolvido como um sistema de
sincroniza¢do temporal baseado em hardware para cameras,
LiDARs, IMUs e GNSS/RTK, alcancando precisdo inferior
a 1 ms. Comparado ao VersaVIS, reduziu em até 45% o
desvio temporal médio e melhorou 38% a precisdo da trajetéria
reconstruida. Em [7], o middleware SmartData integrou sim-
uladores de sistemas autdonomos com GNSS, atingindo desvio
médio de 6 ms entre sensores, evidenciando a importancia da
sincronizagdo temporal.

A proposta de [8] consistiu em uma solucdo de software
utilizando o ROS para sincronizacdo de cimeras ZED, LiDAR
Velodyne e GNSS/RTK, com erro abaixo de 30 ms e precisdo
de 1 cm, mostrando eficicia a baixo custo. Ja [4] desenvolveu
o dataset nuScenes, com cameras, LiDARs, radares, GPS e
IMUs sincronizados por disparos sincronos (erro maximo 1



ms), melhorando a qualidade dos dados para algoritmos de
percepcdo em veiculos autonomos. Este trabalho se diferen-
cia ao implementar uma légica adaptativa de sincronizacio
utilizando o ROS 2, baseada em filas temporais dindmicas e
limites flexiveis para diferengas de timestamps, otimizando o
agrupamento de mensagens periddicas.

111. IMPLEMENTA(;AO DA ARQUITETURA

Esta secdo apresenta a arquitetura de aquisi¢do e
sincronizagdo temporal dos sensores multimodais, descrevendo
a infraestrutura embarcada, o fluxo de comunica¢do e o
mecanismo de sincroniza¢do no ROS 2.

A. Infraestrutura Embarcada

Para validar a proposta, um Jeep Renegade foi equipado
com trés cadmeras Intelbras VHDM 3105 G3, trés radares Con-
tinental ARS408-21 e um LiDAR Velodyne VLP-16. Todos os
sensores foram integrados a NVIDIA Jetson Orin, responsavel
pela centralizacdo, sincroniza¢do e armazenamento dos dados,
utilizando comunicagdo via Ethernet. A Jetson Orin foi escol-
hida pelo suporte a aceleracdo por GPU e pela compatibilidade
com o ROS 2. A Fig. 1 apresenta o setup instalado na parte
traseira do veiculo.

Fig. 1. Setup instalado no Jeep Renegade

B. Aquisi¢cdo de Dados

A aquisi¢do de dados foi estruturada de forma modular
na arquitetura de nés do ROS 2, em que cada né opera
como um processo independente em Python ou C++. Os nds
de leitura dos sensores se comunicam entre si por meio de
tépicos, servigos ou acdes da DDS, atuando como publishers
e subscribers para garantir a captura eficiente dos dados de
cada sensor conforme Fig. 2.

NODE

Publisher

Message

NODE

Subscriber

Fig. 2. Representagdo simplificada da comunicac@o entre nés no ROS 2

1) Cdameras: As cameras VHDM 3105 G3 foram configu-
radas para 1280 x 720 pixels, ajustdvel até 30 FPS e suporte a
Wide Dynamic Range (WDR), garantindo bom equilibrio entre
qualidade de imagem, largura de banda e robustez em cendrios
urbanos. Elas foram instaladas na parte superior do veiculo
(Fig. 3), em suportes metalicos com isolamento antivibragio,
preservando o alinhamento 6ptico e proporcionando cobertura
visual de até 180°, com sobreposi¢do parcial entre campos
de visdo. As imagens sdo publicadas no ROS 2 por meio de
um né baseado no pacote image_transport, que realiza
a compressdo em formato JPEG.

Fig. 3. Disposi¢do das cAmeras VHDM 3105 G3 no veiculo

2) Radares: O subsistema de deteccdo por radar, utiliza trés
ARS-408 21, operando em 77 GHz, amplamente empregados
em sistemas ADAS pela capacidade de detectar veiculos,
pedestres e obstdculos sob diferentes condigdes climdticas.
Para garantir cobertura eficiente, os dispositivos foram instal-
ados em suportes 3D nas regides frontal e laterais do veiculo,
com alinhamento horizontal.

Os sensores transmitem dados nos modos objero e cluster
via barramento CAN. A interface Vector VN8912 atua como
gateway, convertendo as mensagens CAN em pacotes TCP
e enviando-as via sockets para a Jetson Orin, onde sdo con-
vertidas para o formato PointCloud2 no ROS 2. A Fig. 4
mostra a visualizagdo dos clusters no software RadarVisual,
utilizado durante os testes. Além da aquisi¢do dos pacotes, a
infraestrutura registra taxa de mensagens, variagdes de laténcia
e perdas no barramento.

Fig. 4. Visualizacdo dos clusters de radar no software RadarVisual

3) LiDAR: O LiDAR Velodyne VLP-16 foi utilizado para
aquisicao tridimensional do entorno, operando a aproximada-
mente 20 Hz, com 16 canais de varredura, taxa de até 300.000



pontos por segundo e alcance de 100 m. Seu campo de visdo
de 360° (horizontal) e 20° (vertical) fornece ampla cobertura
espacial para percep¢do multimodal. O sensor foi montado
em suporte impresso em 3D com isolamento antivibragdo,
garantindo estabilidade da varredura e alinhamento com as
cameras.

A comunicagdo com a Jetson Orin ocorre via Ether-
net, com pacotes UDP de aproximadamente 1.2 — 1.4 kB
cada, garantindo largura de banda suficiente para transmissio
continua. No ROS 2, o pacote velodyne_driver interpreta
0s pacotes e os converte em mensagens PointCloud2,
integrando o LiDAR ao restante da arquitetura.

C. Estratégia de Sincronizagdo

A légica de sincronizagdo foi integrada a infraestrutura de
software, utilizando recursos nativos do ROS 2 para alinhar
fluxos multimodais. Para a comunicagdo em tdpicos, sdo
usadas sensor messages, que possuem campos especificos tteis
para esse propdsito: stamp, marcando o tempo referente
aquela mensagem, e frame_id, onde € possivel colocar uma
string (texto) para identificacdo. O radar, com frequéncia mais
estdvel em 13 Hz, foi adotado como referéncia temporal para
os demais sensores.

1) Agrupamento Temporal: Utiliza-se o componente de
filtro de tempo aproximado (ApproximateTime) do préprio
framework ROS 2. Ele emprega um subscriber que agrupa
mensagens, retornando em um callback aquelas que possuem
tempos préximos, o que indica que pertencem ao mesmo
grupo. Essa estratégia resultou em atrasos maximos de ape-
nas algumas dezenas de milissegundos, viabilizando andlises
consistentes em percepcdo multimodal sem exigir hardware
adicional de temporizacao.

2) Marcagdo Semdntica: Para organizar os dados durante o
armazenamento, a infraestrutura embarcada realiza a marcacao
semantica das mensagens. Para identificar os conjuntos sin-
cronizados, insere-se no campo frame_id uma string iden-
tificadora seguindo o padrdo GRUPO:ORDEM. O componente
“GRUPQO” refere-se ao radar utilizado como referéncia, en-
quanto “ORDEM” é um valor incremental que estabelece
uma sequéncia temporal. A cada nova varredura detectada,
o sistema aciona o callback que é gerado pelo filtro de tempo
aproximado e copia o identificador do radar para os demais
sensores temporalmente alinhados.

As cameras seguem um agrupamento direto, com cada
unidade associada a um radar especifico. J4 o LiDAR ¢ sin-
cronizado com todos os radares, copiando os grupos de todas
as mensagens de radar que coincidirem com sua varredura.
A légica do programa pode ser vista na Figura 5. Os nds
responsdveis por coletar os dados dos sensores publicam as
mensagens em tépicos; outros nds sincronizadores agrupam
essas mensagens e as republicam com seus identificadores,
para depois serem armazenadas em um banco de dados SQL
e extraidas para o dataset.

Todas as mensagens dos radares sdo preservadas, mesmo
aquelas que ndo se alinham com outros sensores, assegu-
rando a completude do dataset. A Fig. 5 ilustra o fluxo
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de sincronizacdo e marcacdo semantica entre 0s sensores na
arquitetura SenSync, destacando os nds de agrupamento, oS
canais de republicacdo e o armazenamento centralizado em
banco SQL.
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Fig. 5. Fluxo de sincroniza¢do e marcagdo semantica na arquitetura SenSync

IV. RESULTADOS

Nesta secdo sdo apresentados os resultados obtidos
com a plataforma SENSYNC, destacando a avaliagdo da
sincronizagdo entre sensores, o desempenho da infraestrutura.

A. Ambiente de Coleta

Os testes iniciais foram realizados nas dependéncias da
Universidade Federal de Pernambuco (UFPE) e em suas prox-
imidades, sendo posteriormente estendidos para vias urbanas
do Recife-PE. Essa abordagem garantiu a coleta de dados em
diferentes tipos de ambientes, aumentando a diversidade dos
cenarios avaliados [9].

B. Taxa de Aquisicdo e Volume de Dados

Durante as gravacdes, a plataforma manteve estabilidade
mesmo com multiplos fluxos simultaneos. No total, foram co-
letados aproximadamente 12.4 GB de dados, valor correspon-
dente a soma dos volumes individuais por sensor conforme sdo
apresentados na Tab. . A taxa média de gravagdo observada foi
de cerca de 29 MB/s, o que corresponde a aproximadamente
1.74 GB por minuto.

TABLE I
FREQUENCIA DE AQUISICAO E VOLUME DE DADOS POR SENSOR

Sensor Frequéncia Volume Formato
Cameras até 30 Hz 10.4 GB Total JPEG
Radares ~13 Hz 18 MB Total PCD
LiDAR até 20 Hz 2 GB Total PCD

Esses valores reforcam a capacidade da infraestrutura de
rede e armazenamento da SENSYNC para lidar com cargas
multimodais continuas.

C. Andlise de Defasagem Temporal

A avaliacdo da sincroniza¢do temporal foi realizada
excluindo-se os dados da fase de inicializacdo, visando elimi-
nar outliers decorrentes da estabilizacdo do sistema. A andlise
consistiu em medir a diferenca temporal entre as capturas do
radar (sensor de referéncia) e as das cameras e do LiDAR.



A defasagem da camera, apresentada na Figura 6(b), demon-
strou uma distribuicio normal, com média de 0.8 ms e
desvio padrdo de 11.12 ms. J4 a do LiDAR apresentou uma
distribui¢do mais uniforme, conforme mostrado na Figura 6(a),
com limite absoluto de defasagem em 25 ms.

Os valores estdo dentro do esperado: a variacdo da cimera
pode ser explicada pelo atraso (delay) no processamento
de cada frame, enquanto o LiDAR e os radares possuem
periodicidade quase constante, na qual a quantidade de pontos
nas mensagens interfere pouco, com os limites bem definidos
pela metade do seu periodo. Esses resultados indicam que a
infraestrutura de sincronizagdo baseada em software manteve
defasagens médias abaixo de 15 ms, com valores minimos
proximos de 1 ms.
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Fig. 6. Quantidade absoluta de defasagem entre os sensores. (a) radar e
LiDAR. (b) Cameras e radar

D. Armazenamento por ROS2 bag

O armazenamento dos dados foi concebido como parte
essencial da infraestrutura, ja que a plataforma SENSYNC
visa ndo apenas processar fluxos em tempo real, mas também
gerar datasets reprodutiveis para pesquisa. O perfil padrio
de QoS foi ajustado conforme os nds produtores, e o cache
desativado para que cada mensagem fosse registrada imediata-
mente. Os dados incluem os fluxos brutos (nuvens de pontos
e imagens comprimidas), além de metadados de sincronizacio
(frame_id), diagndsticos e registros de laténcia. Essa abor-
dagem transforma o roshag em uma unidade de andlise
completa, facilitando a reprodutibilidade e comparagdes entre
sessdes. Assim, o uso do ros2 bag foi incorporado a
arquitetura como mecanismo de organizacdo e padronizacdo
dos dados.

V. CONCLUSAO

Este artigo apresentou uma arquitetura de aquisicdo e
sincronizagdo multimodal baseada exclusivamente em soft-
ware no ROS 2, integrada a um veiculo real equipado com
cameras, radares e um LiDAR. A técnica utiliza o radar
como referéncia temporal e combina filas dindmicas com o
filtro ApproximateTime para alinhar sensores de diferentes
frequéncias.

Os testes em vias urbanas do Recife-PE mostraram de-
fasagens maximas abaixo de 25 ms e médias de 9-12 ms,
valores adequados para aplicacdes de percepg¢do veicular. A
plataforma sustentou uma taxa de gravagdo de aproximada-
mente 29 Mb/s, resultando em cerca de 12 GB de dados
sincronizados. Esses resultados confirmam que a sincroniza¢do
em software é vidvel e reprodutivel em condigdes reais.

A principal limitagdo observada é a variacdo temporal
(jitter) provocada pelo sistema operacional e pelas diferentes
caracteristicas dos sensores. Futuramente, serdo avaliadas
técnicas para reduzir essa variacdo, como o uso do kernel
PREEMPT _RT e otimizagdes de QoS, além da ampliagdo do
dataset.
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