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Abstract. This paper provides an empirical study of various techniques for in-
formation retrieval and machine reading comprehension in the context of an
online education platform. More specifically, our application deals with an-
swering conceptual students questions on technology courses. To that end we
explore a pipeline consisting of a document retriever and a document reader.
We find that using TF-IDF document representations for retrieving documents
and RoBERTa deep learning model for reading documents and answering ques-
tions yields the best performance with respect to F-Score. In overall, without a
fine-tuning step, deep learning models have a significant performance gap with
comparison to previously reported F-scores on other datasets.

1. Introduction
In distance learning courses, tutors play a crucial role due to performing several activities,
such as pedagogical support, student performance, interaction monitoring, dropout detec-
tion, prevention, and reduction [Barker 2002, Denis et al. 2004], thus helping students
to finish their course successfully [Simpson and Sharma 2002, Lentell 2004]. However,
when a large number of students attend courses, human tutors can be overloaded, which
may have a negative impact on their work. Bernath and Rubin (2001) report how the sheer
volume of online activities can be too much for the teacher and the student and why the
workload on online teachers is often reported to be significantly greater than what it is in
a face-to-face teaching context.

In this realm, Damasceno et al. (2020) previously proposed a chat-bot called STU-
ART for easing the burden in distance learning courses. It uses Natural Language Process-
ing (NLP), machine learning techniques, and interaction with Dell Accessible Learning
(DAL) 1 learning tools for responding to student’s pedagogical, technical, and content
demands. [Damasceno et al. 2020] does so by sending proactive pedagogical recommen-
dations according to the student’s profile and for ensuring the reduction of activities that
require pedagogical resources and human tutoring. In this work we focus on content
responses using the Question Answering (QA) technology.

1http://leadfortaleza.com.br/dal/

http://leadfortaleza.com.br/dal/


As follows, QA technology is the possible solution to mitigate that problem
[Wen et al. 2012]. A QA system aims to automatically answer some of the students ques-
tions, thus reducing the workload on teachers. Modern QA systems are composed by
various sub tasks. In this work we focus on two of then: document retrieval and docu-
ment reading, under the perspective of NLP. Concerning the document retrieval task, it
consists of finding the document that is most similar to a given question. This is done
either by calculating the similarity between documents, through the usage of document
representations as Term Frequency-Inverse Document Frequency (TF-IDF) [Jones 1972]
or by word representations [Pennington et al. 2014].

After finding the appropriate document, one needs to extract the answer.
A possible approach task that gained attention in the literature is called Ma-
chine Reading Comprehension (MRC) [Hermann et al. 2015], which aims at teach-
ing machines to answer questions after comprehending given passages or contexts.
The state-of-the art in MRC are deep language models based on attention mech-
anism, such as BERT [Devlin et al. 2019], ELECTRA [Clark et al. 2020] and AL-
BERT [Lan et al. 2020]. Despite the many advances in the field, the usage of these tools
remains data intensive. For instance, when applying BERT for a domain-specific QA,
such as biology, a fine-tuning step is necessary since the word distribution can drastically
change across domains [Lee et al. 2020]. This is an important drawback, specially for
small to medium-sized distance learning platforms that do not have a reasonable corpus
for fine-tuning the model.

Due to the wide variety of strategies for performing retrieval and reading tasks,
choosing the appropriate model for each of them is cumbersome. In this sense, the
majority of work evaluate either the retrieval task, or the reading performances alone.
Nevertheless, some surveys provide a broader view on the subject. For instance,
in [Abbasiantaeb and Momtazi 2021], the authors provide a comprehensive review of the
complete QA pipeline, covering various deep learning approaches. Moreover, Fu et al.
(2020) covers traditional methods, such those that rely on predefined rules or templates
for answering questions.

In this context, our work differentiates itself from these approaches since it pro-
vides an empirical study of deep learning-based QA in the context of online distance
courses, predominantly with technology subjects. Therefore we present an empirical
study of retrieval and reading tasks working in consonance. Our study is centered around
an existing educational platform, the DAL platform. We investigate the following ques-
tions: (i) Which algorithms better fit the pipeline used for QA? (ii) Can pre-trained deep
learning models perform as well even when fine-tuning is not possible? (iii) Can deep
learning models be used for answering conceptual questions of the DAL platform stu-
dents?

The remainder of this paper is organized as follows. Section 2 gives an overview
of the proposed methodology with Document Retriever and Document Reader. Section 3
presents the results and inferences obtained from them. Section 4 draws the conclusions
we can draw from our work.



2. Methodology
In this section we explore the methodology for QA. In particular, we propose using a
pipeline similar to that of [Abbasiantaeb and Momtazi 2021], with slight modifications. It
is composed by three elements: (i) a corpus of contexts, (ii) a document retriever module,
and (iii) a document reader module. An overview on how these components work in
consonance is shown in Figure 1.
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Figure 1. Pipeline for the MRC module.

2.1. Corpus of Contexts

We create a usable knowledge base for answering the students questions by gathering
textual content from courses offered in the DAL platform. The DAL platform provides a
variety of multidisciplinary online courses, mostly about technology or management. The
lectures of the courses are displayed as web pages or videos.

The data collection process was made through an automatic script that downloads
all the content from DAL’s platform courses. For online lectures, we parsed the HTML
files to extract the textual content of web lectures. For video lectures, we extracted the
textual content from subtitles. In total, we gathered 674 documents, from 189 lectures of
18 courses as illustrated by Figure 2.

Figure 2. An overview of the 18 courses available in the DAL’s platform.

After obtaining the texts, we split the documents into segments consisting of a
maximum of T = 128, 256, and 512 tokens, resulting in three knowledge bases with
the same content, but divided in distinct number of segments. In addition, we executed
prepossessing steps in the texts, which include normalization in lower case, removing stop
words, punctuation, numbers and accentuation, and lemmatisation.



Furthermore, we also created a corpus of conceptual questions for evaluating our
pipeline. For the 10 most popular courses, DAL’s tutors created questions based on their
past experience of what students may ask. For each test question, the following labels
are available: the course and lecture related to the question, the context that answers the
question, and the desired answer within the context. This allows us to evaluate both the
retrieving and reading tasks.

2.2. Document Retriever

The Document Retriever component executes an Information Retrieval
task [Kolomiyets and Moens 2011] by retrieving from a corpus a document that is
expected to contain the answer for a question, i.e. the context of the question. The
criteria to find this context is to compute a similarity measure between the question and
the documents in a given vector representation, in which the document with a higher
similarity is chosen. The underlying hypothesis is that the greater the similarity between
the question and a document, the more likely that document contains the answer to the
question. In a distance learning application, each document refers to an excerpt of the
textual content of a lecture from an online course. Besides the text of the candidate
document, the name of the course and the lecture identifier is also returned.

There are various approaches for evaluating the similarity between documents
and questions. In this work we focus on those techniques involving the numerical rep-
resentation of documents. As follows, one tries to represent either the entire docu-
ment, or its words by a vector x ∈ Rn. Examples of the former approach are the
so-called Bag of Words (BoW) and TF-IDF [Jones 1972], which roughly rely on the
word frequency in each document. Moreover, Global Vectors (GloVe) word embed-
dings [Pennington et al. 2014], which are trained on large corpus of texts in an unsu-
pervised fashion is an example of the latter approach.

Once one has a representation for the document, it is still necessary to choose a
notion of distance between the vectors. A common choice in the literature is using the
cosine similarity. On the other hand, when using word embeddings, novel distances such
as the Word Mover Distance (WMD) [Kusner et al. 2015] can be used. The WMD is
particularly interesting since it considers documents as empirical probability measures
over the word space.

2.3. Document Reader

The Document Reader component works as a MRC module. It implements a Deep Learn-
ing model to predict possible answers to questions made by students using the DAL plat-
form. The Document Retriever module provides a context from which the Document
Reader extracts an answer to those questions. The prediction itself is made by finding the
beginning and the end of the answer in the context provided by the Document Retriever.
It uses ELECTRA as its deep learning model, but BERT, RoBERTa, and ALBERT were
also used for comparison purposes, and are briefly described below.

Bidirectional Encoder Representation from Transformers
(BERT) [Devlin et al. 2019] is a Masked Language Model (MLM) [Taylor 1953]
that selects a small subset of the unlabeled input data and masks its tokens identity (15%
of tokens are masked, replaced, or left unchanged at random.) The network is then



trained to predict the original input. It achieved state-of-the-art results in various NLP
tasks, such as QA and Sentiment Analysis. One of BERT’s major innovations is applying
bidirectional training to language representations as opposed to single direction (usually
left-to-right modeling or a combination of both left-to-right and right-to-left modeling)
training. It allows the fusion of both contexts, the one to the left of the masked token and
the one to the right, to predict the masked word found in the original input. BERT also
uses a next sentence prediction task that can capture the relationship between sentences.

The Robustly optimized BERT approach (RoBERTa) [Liu et al. 2019] improves
on BERT by optimizing its method of pretraining. The authors evaluated how hyperpa-
rameter tuning and training set size impact the performance of BERT-like models. The
model is trained longer, with larger batches and learning rates, on more data. The model
excludes the next sequence prediction task and it is trained on longer sequences. Also,
the model has a dynamic masking strategy applied to the training data, where a masking
pattern is generated every time a sequence is fed to the model. The model itself is a reim-
plementation of BERT with the aforementioned modifications and improved on BERT’s
results on General Language Understanding Evaluation (GLUE) [Wang et al. 2018] and
Stanford Question Answering Dataset (SQuAD) [Rondeau and Hazen 2018] benchmarks.

The model A Lite BERT (ALBERT) [Lan et al. 2020] is a low memory consump-
tion model similar to BERT. It has two parameter reduction techniques that lower its
memory consumption and increase its training speed. The first technique consists in
decomposing the embedding matrix into two smaller ones, so it is easier to grow the
model hidden size without increasing the number of parameters. The second one is shar-
ing parameters across all layers to prevent the number of parameters from growing with
network depth. Both techniques improve parameter efficiency without reducing model
performance.

Efficiently Learning an Encoder that Classifies Token Replacement Accurately
(ELECTRA) was first proposed in [Clark et al. 2020]. The model detects replaced tokens
instead of recovering the original input. The input data is corrupted by replacing tokens
with some others generated by a small masked language model. The network is then pre-
trained as a discriminator that predicts if every token is in the original input or not and can
be fine-tuned on downstream tasks. ELECTRA’s greatest advantage over MLM is that it
learns from all input tokens instead of only from a small subset of the original data, which
makes it computationally more efficient.

3. Results
In this section we describe three experiments, and discuss our results. Section 3.1 ex-
plores the space generated by the TF-IDF representation. Section 3.2 presents a compar-
ative study of information retrieval and deep learning-based MRC algorithms. Finally,
Section 3.3 provides a broad discussion on the results we obtained.

3.1. Corpus Visualization

Based on the pre-processed text from the corpus, we built the TF-IDF representation
consisting on a matrix RN×M , for N , the number of segments, and M = 18, 233, the
vocabulary size. To further explore this representation of the corpus, we perform two
dimensionality reduction steps: (i) we apply Principal Component Analysis (PCA) to the



data, reducing it to a reasonable dimension (100), (ii) from the reduced vector, we apply t-
distributed Stochastic Neighbor Embeddings (t-SNE) [Van der Maaten and Hinton 2008]
to visualize the data on R2, as shown in Figure 3.

Course Type
Costumer Service
Ethics and Entrepreneurship
Introduction to Google Online Applications
Flutter
Mobile Development with Android API I
Mobile Development with Android API II
Database Fundamentals with Java
Object Oriented Programming with Java
Web Programming with Java
Application and Services Integration with Java
Application Development with Java
Java Front/Back
Design Patterns with Java
Introduction to Python
Programming Logic
Machine Learning
Data Visualization
C# Applications
Automated Tests

Figure 3. t-SNE embedding of the TF-IDF representation of documents. The
colours represent each the 18 courses in the DAL platform.

3.2. Pipeline Evaluation

The evaluation of the pipeline shown in Figure 1 is carried out in two steps. First, the
information retrieval task is evaluated, according to both course and lecture accuracy. It
is important to note that a lecture prediction is only correct if the document retriever also
predicts the course correctly. At this step, we also compare different choices for document
segmentation, as we evaluate each candidate retrieval algorithm for a maximum of 128,
256 and 512 tokens.

Thus, we compare 4 different approaches for retrieving documents: (i) the TF-
IDF representation [Jones 1972], (ii) the usage of BoW, both using cosine similarity (iii)
Portuguese GloVE Word Embeddings [Hartmann et al. 2017] using the so-called WMD
and (iv) using Word Centroid Distance (WCD), both as proposed by [Kusner et al. 2015],
which reported that WCD outperformed both BoW and TF-IDF in tasks of Information
Retrieval by significant margins in various datasets. The comparison is shown in Table 1.

Furthermore, for the comparison of MRC methods presented in Section 2.3, we
use the F-Score, a metric previously used in [Rajpurkar et al. 2016] for QA. Based on
this metric, we present two comparisons. First, we consider that the answer context is
known a priori, thus yielding a similar evaluation to previous studies, but in a different
context (DAL database). Second, we consider the evaluation of the pipeline as a whole.
In this case, the context is predicted using the best information retrieval method, which is
TF-IDF with a segmentation of 128 tokens, as presented in Table 1. The MRC results are
shown in Table 2.



Course Accuracy Lecture Accuracy
Feature Choice 128 256 512 128 256 512

GloVE Embeddings
- WMD 38.18 33.66 37.12 26.73 23.76 22.77
- WCD 35.15 34.16 31.18 23.76 17.82 13.86

BoW 50.49 42.08 42.08 39.11 32.17 32.17
TF-IDF 72.77 65.84 63.86 62.37 55.94 52.97

Table 1. Comparison of Information Retrieval methods based on course and lec-
ture accuracy.

Model # Parameters Context Known Context Retrieved

BERT 334M 13.39 9.22
ALBERT 235M 15.42 14.16
ELECTRA 334M 15.81 16.62
RoBERTa 354M 15.88 16.83

Table 2. Comparison of MRC algorithms based on F-Score, in two scenarios:
(i) context is known a priori, and (ii) context is retrieved by the document
retriever.

3.3. Discussion

Figure 3 evidences the difficulty of detecting the appropriate course for a given question,
as the course’s content can be highly multi-disciplinary. For instance, the extreme top
cluster of Figure 3 is composed by documents from “Web Programming with Java” and
“Automated Tests”. At a first glance, these two courses are unrelated, but the documents
treat the same subject (in the former course, it treats tests in Java).

Another source of confusion is related to the courses “Machine Learning”, “Data
Visualization” and “Introduction to Python”, at the bottom of Figure 3, in shades of pur-
ple. Even though the first 2 of these 3 courses treat advanced topics, they are taught using
Python, thus there is an intersection in their content, mostly in the initial lectures. This
is also the case for the course “C# Applications”, in yellow. The course content involves,
among other topics: object-oriented programming, databases, and web applications. Con-
sequently, the documents of this course are scattered throughout the t-SNE embedding.
Hence, the Information Retrieval task achieved better results for all methods with the seg-
mentation of 128 tokens, indicating that short texts are more easily distinguished. This
may happen since these have less possibility of overlapping topics.

As a possible solution for this issue, we may leverage the DAL platform by re-
trieving which courses a given student is enrolled in. This allows us to narrow the search
to a few courses. Even though a student may be enrolled in courses that share content, the
system will likely perform better in terms of document and lecture accuracy.

Secondly, unsupervised document representation approaches, such as BoW and
TF-IDF have superior performance than GloVe embeddings. This was expected, since
the domain of our application is very specific. More specifically, Hartmann et al.



(2017) trained the embeddings on a corpus consisting mainly on Wikipedia and news
pages, whereas our application is mainly composed of technology-related courses. As
a consequence, training and test data follow different probability distributions, harming
the test performance. A possible solution that may improve the performance of GloVe
is training on a corpus that is more similar to our application, or performing fine-tuning.
However, due to the limited size of the DAL’s corpus, this was not feasible.

Thirdly, in comparison with the results reported on the respective paper of each
model, there is still a wide margin improvement. For instance, Clark et al. (2020) re-
port a F-Score of 94.9 on SQuAD v1.1 dataset, whereas in the DAL test set the per-
formance is much lower (16.83 maximum). The reason for this performance gap is,
again, the distributional shift between training and test sets for these models. Possible
approaches for solving this issue are: re-training, fine-tuning or even performing transfer
learning [Ganin et al. 2016].

Finally, note that as reported in Table 2, RoBERTa and ELECTRA have slightly
better performance when the context is retrieved through the document retriever. This
is mainly due the fact that different contexts may contain the answer for a given ques-
tion. This also highlights that the context indicated by the tutors may not be the most
appropriate for the model to extract the answer from.

4. Conclusion

This work presented an empirical study of information retrieval and machine reading com-
prehension algorithms for an online education platform. We used a pipeline consisting of
a corpus of contexts based on courses content, a document retriever, and a document
reader. The pipeline has two challenges to overcome. First, contexts are not always in-
formative. They might be guessed wrongly by the document retriever, or the information
may be scattered across documents. Secondly, the Language Model (LM), which have
been built using general language and broad scope texts, are applied to a corpus that is
very content specific (technology courses, for instance). This hinders the quality of an-
swers.

Concerning the best choices for the QA pipeline, using unsupervised document
representations, such as TF-IDF, yields better performance than pre-trained word em-
beddings, such as GloVe. Among these, the former has the better retrieval performance.
Furthermore, when comparing MRC algorithms, ELECTRA and RoBERTa give the best
results, having similar performance. Moreover, the overall pipeline, that is, TF-IDF re-
triever and RoBERTa-based reader with a document segmentation of 128 tokens, yields
slightly better answers than using the reader with contexts provided by the DAL tutors.
Furthermore, without fine-tuning, there is a considerable gap in F-Score when using pre-
trained deep learning-based MRC algorithms in a specific domain QA problem, such as
answering conceptual questions about technology courses.

Given the shortcomings of applying pre-trained deep learning-based models in
specific contexts, deep learning models can be used for answering conceptual questions.
Future work involve: (i) improving the DAL’s data base for allowing the fine-tuning of
MRC algorithms, and (ii) employing transfer learning for efficiently using the data at our
disposal for improving pre-trained models.
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