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Abstract. Every text may reflect its writer’s opinions, and these opinions, es-
pecially in political contexts, are often tied to specific human values that they
either attain or constrain. Identifying these values can provide policymakers
with deeper insights into the underlying factors that influence public discourse
and decision-making. While current large language models (LLMs) have shown
promise across various tasks, no single model may generalize sufficiently to ex-
cel in tasks like human value detection. In this work, we utilize data from the
Human Value Detection task at CLEF 2024 and propose leveraging multiple
ensembles of LLMs to enhance the identification of human values in text. Our
results found that the ensemble models achieved higher F1 scores than all base-
line models, suggesting that combining multiple models can offer performance
comparable to very large models but at much lower memory requirements.

1. Introduction

People can agree or disagree on numerous topics even when using the same information.
These differences arise largely from their individual beliefs about what is worth striving
for, a concept referred to as (human) values. Human values can conflict or align, leading
to a wide range of opinions on controversial issues. This divergence is one of the reasons
for the formation of different political parties, each representing the values of specific
groups [Kiesel et al. 2022].

Given its significance, the study of human values spans multiple disciplines, in-
cluding social sciences [Schwartz 1994] and formal argumentation [Bench-Capon 2003].
Researchers focused on various aspects, such as classifying values, detecting them in
text, and understanding their societal impact. In computer science, there is a grow-
ing body of work dedicated to value detection and emotion recognition from text
[Dellaert et al. 1996, Tariq et al. 2019, Ammanabrolu et al. 2022]. These tasks are chal-
lenging and yet have a broad spectrum of applications, such as aiding policymakers in
gauging public sentiment, detecting political alignment, and more.

In this work, we aim to advance the field of human value detection by lever-
aging multiple ensembles of Large Language Models (LLMs) to identify these values
in text and enhance model performance. We adopt the value taxonomy presented in
[Schwartz et al. 2012], which categorizes values into two types for each value—attained
and constrained. However, our task focuses solely on identifying the presence of a value
in a sentence, so we sum the attained and constrained versions to determine whether a
sentence contains a particular value. We conduct this study with a dataset from CLEF
2024. The data is highly imbalanced, making this a challenging classification problem.



2. Background and Related Work
Human Value Detection has recently gained attention, particularly as the focus of a
shared task at CLEF 2024. This task aimed to detect human values in speech, attracting
participation from 20 teams. The outcomes of this competition, including the performance
metrics of each team, are detailed in [Kiesel et al. 2022]. These efforts underscore the
complexity of detecting nuanced human values in text and highlight the need for advanced
models that can accurately capture such subtleties.

LLMs have revolutionized NLP tasks across various domains. The introduction of
Transformer architectures [Vaswani et al. 2017] marked a significant leap forward, lead-
ing to the development of powerful pre-trained models like BERT [Devlin et al. 2019],
RoBERTa [Liu et al. 2019], and DeBERTa [He et al. 2021]. These models have been
highly effective in text classification, sentiment analysis, and content generation, sig-
nificantly reducing the need for training models from scratch. Numerous studies
[Xian et al. 2023, Hoang et al. 2019, Sun et al. 2019, Sobhanam and Prakash 2023] have
demonstrated the efficacy of fine-tuning these models for specific tasks, showcasing their
versatility and robustness in handling diverse NLP challenges.

Ensemble Learning is a well-established technique in machine learning, often
employed to improve predictive performance by combining multiple models. Tradition-
ally associated with decision trees [Quinlan 1986], ensemble learning has evolved to in-
corporate various frameworks, including those involving LLMs [Jiang et al. 2023].

3. Methodology
The data used in this study comes from the Human Value Detection at CLEF (Conference
and Labs of the Evaluation Forum) 2024 task (ValueEval’24) [Kiesel et al. 2024a] and
consists of approximately 3K human-annotated texts containing over 73K sentences. The
annotation associated with each sentence indicates whether a specific human value is
“attained” and “constrained”. A total of 19 human values are analyzed. Each column
receives the value 0, 0.5, or 1, indicating whether the sentence does not contain the human
value, partially contains it, or fully contains it, respectively. This study focused on the
English dataset. All models were optimized for F1-Macro score.

To approach the task as a multi-label classification problem, we combined the
“attained” and “constrained” columns in the labels file, summing their values to determine
whether a specific human value is present in a sentence (0 for false, 1 for true). The result
was an array of 19 boolean values for each sentence, which were then used as inputs for
model fine-tuning. Thus, each human value represents a class and the predictive model
may assign more than one class for a given sentence. While the value Humility was
removed by many CLEF participants due to its scarcity in the training set (present in only
0.2% of sentences), we retained it, considering it important to predict even rare values to
ensure comprehensive performance across all values.

Using the training dataset, we fine-tuned six models: base and large versions of
BERT [Devlin et al. 2019], RoBERTa [Liu et al. 2019], and DeBERTa [He et al. 2021].
After fine-tuning, we used the validation data to create a new dataset that included the sen-
tences, prediction probabilities for each class, and binary predictions indicating whether
a value is present in a sentence. The true labels are also carried onto the dataset to enable
evaluations. Five different ensemble approaches were used to combine model outputs:



• prob-equal: Probabilities from each model were summed and then averaged. A
threshold of 0.2 was applied.

• prob-large-double: Probabilities from base models were summed, and probabil-
ities from large models were doubled before summing. The total was divided by
the number of votes (nine), and a threshold of 0.2 was applied.

• preds-majority: Binary predictions from all models were summed, with a thresh-
old of 2 applied to predict a value as present if at least two models identified it.

• preds-large-double: Binary predictions were summed, with large models receiv-
ing two votes each. A threshold of 2 was used, meaning a value would be predicted
as present if one large model or two base models identified it.

• prob-weight-macro-f1: The probabilities predicted by each model were weighted
by their F1 scores on the validation set. The weighted probabilities were then
summed and normalized, followed by applying a threshold of 0.2.

For reproducibility, all experiments, ensemble diagrams, and scripts used for fine-
tuning are available on GitHub1, with a fixed random seed for all libraries. Implementa-
tion details and further results are also in our repository. The models used in this study
are publicly accessible and can be downloaded from HuggingFace.

4. Results
Results are presented in Table 1. The RoBERTa Large model achieved the highest accu-
racy among the individual models, which aligns with expectations given the larger model
size. However, since the primary metric for model selection during training was the macro
F1-score rather than accuracy, it is not surprising that larger models and ensemble models
do not consistently show higher accuracy.

Table 1. F1 and Accuracy results for our models and baselines. ⋆ means the
model is an ensemble, and † means it used the multilingual dataset version

Model Macro F1 Accuracy

Base models

BERT-base-uncased 0.160 0.502
BERT-large 0.263 0.482
RoBERTa-base 0.248 0.485
RoBERTa-large 0.282 0.508
DeBERTa-base 0.274 0.480
DeBERTa-large 0.295 0.507

Ensembles

prob-equal 0.330 0.447
prob-large-double 0.326 0.438
prob-weight-macro-f1 0.330 0.445
preds-majority 0.318 0.484
preds-large-double 0.319 0.418

Baselines
[Legkas et al. 2024] † 0.390 –
[Yunis 2024] ⋆ † 0.350 –
[Yeste et al. 2024] 0.280 –

Table 1 also compares our results with the top-3 models from the CLEF 2024
submissions. Notably, our ensemble approaches, specifically prob-weight-macro-f1 and

1https://github.com/diegodimer/valueeval24
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prob-equal, performed only 0.03 and 0.02 below the top-scoring models from the con-
ference, which utilized XLM models and the multilingual dataset. The approach by
Arthur Schopenhauer [Yunis 2024] leveraged an ensemble of DeBERTa-v2-xxlarge and
xlmRoBERTa-large models. Similarly, Hierocles of Alexandria [Legkas et al. 2024] em-
ployed both the multilingual and English-translated datasets, incorporating sentence se-
quence information and fine-tuning an XLM-RoBERTa-xl model. Finally, team Philo of
Alexandria [Yeste et al. 2024] fine-tuned a DeBERTa model specifically for this task.

Looking into the scores for each of the 19 human values, we see that our ensem-
bles demonstrated competitive performance, closely matching the results of XLM models
and outperforming the DeBERTa-base model across nearly all values. This task was par-
ticularly challenging due to the significant class imbalance in the dataset, with nearly 50%
of test set instances not containing any of the 19 values. This imbalance skews predictions
towards false negatives, resulting in lower F1 scores despite high accuracy, as models may
correctly predict the absence of values due to their prevalence.

Overall, the results demonstrate that ensemble models can achieve performance
comparable to very large models, even when utilizing models that require less compu-
tational resources. Although training an XLM-DeBERTa model was not feasible on the
hardware used for this study due to memory constraints, our ensembles still achieved a
strong macro F1-score. Specifically, the best ensemble model improved the macro F1-
score from 0.295 (the highest among the base models) to 0.33, highlighting the effective-
ness of ensemble methods in enhancing model performance in this context.

5. Conclusion

In this study, we tackled the complex task of identifying human values in text, a challenge
crucial for understanding the values that shape public discourse and decision-making.
By leveraging multiple ensembles of LLMs, we demonstrated that ensemble-based ap-
proaches could significantly enhance individual model performance in this task. This
suggests that instead of relying solely on a single, powerful LLM, ensemble methods
offer a more robust and effective solution for complex NLP tasks.

Despite the advanced capabilities of models like GPT-4.0, these models still strug-
gle to consistently deliver satisfactory performance in this domain. For instance, in the
ValueEval’24, a team using GPT-4.0 for zero-shot classification achieved an F1-score
of 0.25 [Kiesel et al. 2024b], which is lower than the performance of our ensemble ap-
proaches. This highlights the inherent challenges in human value detection, where the
nuances of language and context often exceed the capacity of a single model, no matter
how sophisticated. Future work will include a qualitative analysis to better understand the
errors made by the models and improve the proposed approaches, reinforcing the potential
of ensemble learning as a key strategy in advancing the field.
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