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Abstract. In this article, we propose a pipeline to fine-tune domain-specific
Speech-to-Text (STT) models using synthetic data generated by Artificial In-
telligence (AI). Our methodology eliminates the need for manually labelled
audio data, which is expensive and difficult to obtain, by generating domain-
specific data with a Large Language Model (LLM) combined with multiple Text-
to-Speech (TTS) solutions. We applied our pipeline to the radiology domain
and compared the results with different approaches based on the availability
of domain-specific data, varying from the total absence of domain-specific data
to the use of only domain-specific high-quality data (ground truth). Our per-
formance improved the accuracy of the baseline by 40.19% and 10.63% for
the WhisperX Tiny and Small models, respectively, which, although performed
worse than the results from using the ground truth, shows that it is possible
to achieve good results with minimal cost and effort. Finally, the result analysis
shows a good insight into the amount of action necessary to achieve good results
based on the availability of real data.

1. Introduction
Automatic audio transcription, commonly referred to as Speech-to-Text (STT), has been
a common practice for many work fields, such as health, justice, education, and business
[Kumar 2024]. However, precision in recognizing and transcribing language is impor-
tant to guarantee the correct and efficient use of the transcribed information. That is
especially important in domain-specific applications, in which the use of technical terms
and jargon increases the recognition and transcription challenge [Suh et al. 2024]. How-
ever, many of the typically available solutions for this problem are built on generic data.
Due to that, their results are of lower quality when used in domain-specific scenarios
[Chan et al. 2016].

A common approach to solving this issue is to build and refine solutions using
domain-related contexts, vocabularies and other types of data [Huang et al. 2020]. Nowa-
days, it is standard to use generic AI models as the base for STT solutions and fine-tune
these models with domain-specific data [Mak et al. 2024]. However, the fine-tuning pro-
cess is expensive and requires a significant amount of data and effort [Hu et al. 2022]. For
medical applications, for example, it is necessary to collect sensitive data, have health pro-
fessionals check, correct and validate it, and guarantee its privacy and security in regard
to the involved patients and personnel [Johnson et al. 2014].

Nevertheless, the need for high-quality STT solutions is evident in many work
sectors. In Radiology, for example, it is a common practice to have physicians use STT



tools in their work practice to increase productivity over traditional transcription, the lat-
ter in which the professional records a report via voice to be later transcribed manually
by another professional (usually without a medical background) [Hammana et al. 2015].
Any errors or delays in this process may result in possible harm and consequences to
the patients and their treatments [Vorbeck et al. 2000]. Another common example is
courts and judicial procedures, in which a large quantity of domain-specific texts is gen-
erated and often transcribed manually, resulting in expensive and inefficient processes
[da Cruz et al. 2022].

In this context, this work proposes a low-cost pipeline for the training and fine-
tuning of STT AI models when domain-specific data is required but not readily available.
Our pipeline is based on the use of AI models to generate synthetic domain-specific data.
For that, we have used a Large Language Model (LLM) to produce domain-specific con-
tent that simulates real use cases. Specifically for this work, we have explored the radiol-
ogy domain, generating data for synthetic radiology reports using an LLM and a specific
prompting approach. The synthetic data is then converted into audio files through Text-
to-Speech (TTS) tools. Thus, the fine-tuning process is done entirely using synthetic data
generated via AI. Additionally, due to the focus on being a low-cost solution, the results
of this work were done by using inexpensive or freely available solutions. Simultane-
ously, this work also presents a comparison analysis of a range of possible final results
depending on the availability of domain-specific data.

2. Related Work

Automatic audio transcription has been a fruitful research field in computer sciences over
many years [Yu et al. 2010, Blackley et al. 2019]. Many of the traditional works in this
field are focused on the inherited challenges of it, such as handling language subtleties,
structure, and fluency [Gontier et al. 2021], and the limitations on the access of adequate
datasets [Hu et al. 2022]. These challenges increase when dealing with domain-specific
scenarios [Samarakoon et al. 2018].

In regards to datasets, the majority of works in the field use datasets in the
English language [Casanova et al. 2022]. When working in scenarios with other lan-
guages, researchers must not only solve the recurrent STT challenges but also adapt
their solutions, such as done by Gruzitis et al. [Gruzitis et al. 2022] which adapted
their models to the Latvian language, and the work of Vivancos-Vincente et al.
[Vivancos-Vicente et al. 2016] for Spanish and Portuguese. Alternatively, the work pro-
posed by Casanova et al. [Casanova et al. 2022] shows an alternative to training models
for different languages based on data augmentation from only one speaker for the targeted
language, using cross-lingual voice conversion and multi-speaker TTS techniques.

Moreover, access to good domain-specific datasets is a challenge, and its produc-
tion involves high costs with domain experts, data analysis, and validation. This prob-
lem is often faced with the use of synthetic data [Li et al. 2018, Rosenberg et al. 2019,
Laptev et al. 2020, Huang et al. 2020, Yang et al. 2023]. However, synthetic data is fre-
quently distant from real use cases due to the absence of mistakes and imperfections
that are often common in human-made data, which makes it “too perfect” compared to
real-world cases. This“perfection problem” is handled with the introduction of synthetic
errors and imperfections, such as done by the Synt++ solution proposed by Hu et al.



[Hu et al. 2022], in which noise and random artefacts are introduced to the synthetic data
generation so it more closely resembles real-life data.

Only recently the process of data synthesis using LLM have been explored, such
as the work presented by Vásquez-Correa et al. [Vásquez-Correa et al. 2023], which gen-
erates domain-specific synthetic data through prompting to fine-tune an STT solution for
the English, Spanish, and Basque languages. Silva et al. [Silva et al. 2024] also uses an
LLM to generate synthetic data for a hardware failure prediction dataset. Their dataset
was generated from problem categories and reports from major component manufacturers
in the market.

Similarly, this work proposes a new approach to synthetic data based on prompt-
ing. The synthetic data is then converted into audio files through TTS algorithms and used
to fine-tune a generic STT AI model. Our approach uses a simple and low-cost generic
STT AI model as a means to prove its usefulness in scenarios with minimal resources.
Moreover, this work presents a comparison analysis of results based on the availability of
domain-specific data, varying from the total absence of domain-specific data (our solu-
tion) to the use of only domain-specific high-quality data (an ideal solution).

3. Methodology
3.1. Datasets
To validate the efficiency of our proposed pipeline, we used a dataset of manually labelled
audio data from radiology professionals, which was divided into a set for training and
another for testing. The training set included 98 audio files from two cisgender male
radiologists with a total duration of 1 hour, 10 minutes and 8 seconds of audio. The
testing dataset consisted of 82 audio files from the same two radiologists, with a total
duration of 1 hour, 4 minutes and 21 seconds of audio. Both training and testing sets had
an equal amount of audio files for the two radiologists, and all audio files were spoken in
Portuguese. All audio files were recorded in real-world scenarios, including background
noise from the respective workplaces, audio artefacts, and other common issues. This
dataset constitutes our ground truth dataset, which was used to compare with the results
from the other approaches explored.

3.2. Methods and Technologies
The transformers library by Hugging Faces [Vaswani 2017] was used to fine-tune the STT
model, which was also configured for the Portuguese language. We opted for a traditional
fine-tuning process using all of the available weights. For the inference, we have used the
WhisperX model [Bain et al. 2023], which offers a quicker and more precise transcrip-
tion, with the Ctranslate2 backend for better compatibility and reduced inference time.
The main reason for using WhisperX was the presence of an internal Voice Activity De-
tection (VAD), which considerably reduces the hallucination tendencies and optimizes the
use of VRAM [Koenecke et al. 2024].

We have used GPT-4o as the LLM to generate synthetic domain-specific radiology
reports using a specific approach and prompts [Islam and Moushi 2024]. The synthetic
reports were fed into TTS solutions to generate audio files for the fine-tuning process.

As TTS solutions, we have used the ElevenLabs solution1, which is fairly low cost
1https://elevenlabs.io/



for its quality, and the Google Text-to-Speech2. Both tools allowed for a variety of into-
nations, speech styles, and variations, which helped to reduce the “perfection problem”
often produced in synthetic data. Furthermore, the use of two TTS solutions improved the
representation and diversity of speech patterns and accents.

3.3. Metrics

The Word Error Rate (WER) metric was used to assess the precision of the STT solutions
[Ali and Renals 2018]. The WER metric is calculated by the ratio between the number of
transcribed errors and the number of words originally spoken. These errors are classified
as Substitutions (S), Insertions (I), and Deletions (D). The WER formula we used was:
WER = S+D+I

N
, where N is the number of words originally spoken.

4. Results

4.1. Proposed Pipeline
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Figure 1. Proposed Pipeline.

As shown in Figure 1, the proposed pipeline aims to fine-tune an STT model using
a set of synthetic domain-specific data. It starts with a specialist prompt for the LLM. This
specialist prompt must consider specific terminology and domain-specific information to
guarantee that the synthetic data closely resembles real-life data.

The LLM-generated synthetic data is fed into TTS solutions and converted into
audio files. It is important to include variations in tone of voice and synthetic noise in this
process to reduce the “perfection problem”. Together, the LLM-generated synthetic data
and its audio representation compose the AI-labelled dataset. This dataset is then used to
fine-tune the STT model of choice.

4.2. AI-Labelled Dataset

GPT-4o was used as the LLM tool for the domain-specific synthetic data generation. For
that, we first introduced the model to the radiology context and gave it a series of radiology
specialities and exam types, such as computer tomography and radiography. Furthermore,
to guarantee typical report-style phrasing, we instructed the LLM to create phrases and
sentences in a progressive format, starting from normal descriptions, followed by potential

2https://cloud.google.com/text-to-speech



findings and specific diagnostics for those. Finally, the LLM was instructed not to include
abbreviations and to provide the results in a JSON format without additional text. The
prompt used can be seen in Figure 2.

You must generate {number of phrases} phrases in Portuguese that could be present in a {type of report} report
made by a physician expert on a specific medical field you will be given as input. Generate the phrases and sentences
following a logical chain of thought, starting from regular cases and progressing to possible findings and specific diagnostics
related to the given context. Explore multiple phrase types, ranging from basic descriptions to detailed conclusions. Avoid
using abbreviations, and every time you need to mention a specific term, use it in its most complete form (for example, use
centimetres instead of cm and beats per minute instead of bpm).
Format the output: return a JSON object with the phrase list. Do not include any additional text before and after the JSON.
JSON output example:

{
"phrases": [

"O paciente apresenta ritmo cardı́aco regular, com 72 batimentos por minuto.",
"A imagem mostra um aumento moderado no tamanho do ventrı́culo esquerdo.",
"Não há evidências de derrame pleural ou ascite."

]
}

Output only the JSON with the {number of phrases} phrases without additional texts.

Figure 2. Prompt used to generate domain-specific radiology texts. The example
phrases and sentences are written in Portuguese to exemplify better the input we
used.

As previously mentioned, we have used two TTS tools for the synthetic audio
generation: ElevenLabs and Google Text-to-Speech. The use of both tools is meant to di-
versify the generated data with varying speaking patterns, rhythm, intonation and quality.

We generated 46 minutes and 43 seconds of audio using ElevenLabs in a total of
980 files. These files were equally split into five different male voices. As for the Google
Text-to-Speech, we generated 58 minutes and 55 seconds of audio, again, in a total of 980
files, using only one male voice available. The dataset for the synthetically generated data
is available in a GitHub repository3.

Figure 3 (a) and (b) shows the audio length distribution for the synthetic dataset
compared to the real, manually labelled data we had. As seen, the overall distribution
is quite similar, while the synthetic data tends to be shorter, resulting in more files. The
word cloud in Portuguese for both datasets can be seen in Figure 3 (c) and (d). Both
datasets show domain-specific terms, with a greater presence of punctuation terms (com-
mas, dots, etc) on the real dataset. Alternatively, the synthetic dataset has a higher pres-
ence of phrases such as “Não há” or “Há sinais” (meaning “There is no” and “There are
signs of,” respectively in English), showing a tendency to repeat phrase structures with
the same starting terms. The distribution of terms and times between TTS tools is fairly
similar.

4.3. Analisys

Figure 4 shows the results for the WER metric for four different scenarios: a base-
line (WhispherX without fine-tuning); WhispherX fine-tuned using the synthetic data;
WhispherX using synthetic audio data generated from real radiology reports; WhispherX

3https://github.com/AtkLLM/AI-DrivenSpeechModel-Dataset
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Figure 3. Histograms of audio length used: (a) histogram of the duration of man-
ually labelled audio files used for training; (b) histogram of the duration of AI-
generated audio files; (c) Word Cloud from Real Data; (d) Word Cloud from Syn-
thetic Data;

fine-tuned using the ground truth (ideal scenario). The results are shown for both the
WhisperX Small and Tiny versions, its smallest and more easily accessible forms.

In both cases, for the WhisperX Tiny and Small versions, the behaviour was fairly
similar, with the Tiny version having considerably higher values for the WER compared
to the Small version. The baseline, as expected, presented the highest WER value (104.13
and 37.35), while the ground truth version achieved the lowest one (40.11 and 23.11). It is
worth mentioning that the ground truth Tiny version while performing significantly worse,
achieved a similar WER when compared to the baseline Small version (40.11 compared
to 37.35).

It is worth noting that the high WER value from the baseline WhisperX Tiny is
the result of hallucination, which made the model include words that were not present in
its results. That made the WER value rise above 100%.

Our proposed pipeline, which used only synthetic data for the fine-tuning process,
achieved a WER of 62.28 and 33.38 for the Tiny and Small versions, respectively, which
correspond to an improvement of 41.85% and 10.62%. These results were achieved us-
ing only the audio files generated by ElevenLabs, which performed better than the ones
generated by the Google-TTS tool (WER equal to 70.96 and 33.94 for the Tiny and Small
versions) and by a combination of both ElevenLabs and Google-TTS (WER equal to 66.75



and 33.94 for the Tiny and Small versions).

To exemplify a case in which there are some real-use data for the fine-tuning, we
have tested using only real-case radiology reports (ignoring the LLM step) and producing
the audio data from them using the same TTS tools mentioned previously. This new data
was used to fine-tune both WhisperX Tiny and Small versions, achieving the WER of
56.24 and 30.76, respectively, which are 45.99% and 17.64% better than the baseline. For
these results, we have only used audio data generated by ElevenLabs since it achieved
better results in previous tests.

Our results show that it is possible to achieve better outcomes by using a com-
pletely synthetic approach. While it still performs worse compared to approaches with
real-data approaches, it shows a promising approach that has plenty of room for experi-
mentation and improvement and incurs a very low cost compared to generating a dataset
with real data.

Figure 4. Results from the four approaches using both WhisperX Small and Tiny
models. The WER metric is shown on the y-axis.

The ground truth results are, as expected, the best results with the lowest WER
values for both models. However, it is also the most expensive approach with its caveats
and challenges. Moreover, it is not unlikely that its best results are a consequence of some
level of overfitting since the training and test data come from the same physicians using
the same equipment in the same environments. On the other hand, the synthetic dataset
was composed of a wider variety of voices and intonations that, while similar to the real
ones in terms of context and intonation, are still fairly different. On that, the wider range
of possible voices from the ElevenLabs tool might explain why it performed better than
the Google-TTS tool. From our experiments, the Google-TTS tool tends to generate very
clean and “perfect” robot-like audio files that are remote from real-use cases.

5. Conclusion
This work presented a pipeline for fine-tuning domain-specific STT solutions using syn-
thetic data produced by a combination of LLM prompting and TTS tools. Our proposed
pipeline produces good-quality synthetic data and overcomes the “perfect problem” by
using TTS tools for a wider range of voices, intonation, and rhythm. Our findings show
that our pipeline improves the results compared to a non-fine-tuned solution.

Given the results, we can also make assumptions based on the availability of real
domain-specific data. As Figure 4 shows, and as expected, the more real data used, the



better the results. Yet, the difference between the use of some real data (using real-case
reports data with TTS for audio generation) and 100% synthetic data is not significant
(about 10% improvement for the Tiny model, and 8% improvement for the Small model,
when comparing both approaches), indicating that in some cases, the synthetic-only ap-
proach might provide good enough results. Nevertheless, it is worth spending resources
acquiring domain-specific knowledge and data, especially to produce a specialist LLM
prompt required by our approach, but it will not necessarily reflect a significant improve-
ment over the synthetic data.

Our choice of using WhisperX Tiny and Small models is focused on providing
a low-cost solution for domain-specific scenarios. Higher WhisperX models are likely
to provide better results, but they require expensive hardware and more resources for
training. Besides that, higher models would require higher costs to host online for a
production-ready solution. Considering our scenario, considerable investment would be
required to host such a strategy for a single hospital with multiple simultaneous physicians
working at the same time daily. Yet, our results indicate that, with the use of a ground truth
dataset, it might be possible to improve a simpler model through fine-tuning to perform
as well as a baseline better model, as we saw with the results from the ground truth fine-
tuned Tiny model compared to the baseline Small model. In our preliminary tests, we
found that the baseline WhisperX Medium model has a WER of 28.85, which is slightly
higher than the ground truth fine-tuned WhisperX Small model we presented (23.11).

Besides operational costs, the complexity of the AI model used impacts its infer-
ence time (the time it takes to generate the output given the input). Simpler models, such
as Tiny and Small, have a relative inference time significantly smaller than larger models
[Bain et al. 2023]. For real-time settings, this is of major importance, such as the one
explored in this study for radiology STT solutions.

As future work, our pipeline could be assessed for other domain-specific contexts,
as well as more experimentation on the synthetic data variation that further approaches
real-case scenarios, including the use of different accents, acoustic conditions, and back-
ground noise. The use of a more diverse ground truth set might also provide better insight
into possible overfitting and more realistic results for fine-tuned models trained with it.
It is not unlikely that a production-ready solution achieves a WER value closer to the
results from our approaches than the current ground truth ones. Besides that, a longer
audio ground truth dataset could surely provide better insights into our results since it was
limited to a little over 1 hour long due to budget and time constraints.

Finally, a more fine-grained analysis of the balance between synthetic and real data
could provide further insight into how much effort is needed to create hybrid approaches
that more closely resemble real data, including the use of real audio instead of purely
relying on TTS Tools. That might provide a great approach for fine-tuning STT models
with a fraction of the usual associated costs when using high-quality ground truth sets.
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