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Abstract. This paper analyzed the robustness of a state-of-the-art Automated
Essay Scoring (AES) model by applying various linguistically motivated pertur-
bations to the Essay-BR corpus. Our findings reveal that the AES model failed
to detect these adversarial modifications, often assigning higher scores to the
disturbed essays than to the original ones.

1. Introduction

Automated Essay Scoring (AES) aims to provide computational models for automati-
cally grading essays or with minimal involvement of humans [Page 1966]. Although this
research area is over fifty years old [Beigman Klebanov and Madnani 2020], it has re-
cently gained the attention of the Brazilian community because of publicly available cor-
pora [Marinho et al. 2021, Marinho et al. 2022a]. Several methods to grade an essay or its
characteristics arose based on these resources [de Sousa et al. 2024, Oliveira et al. 2023,
Marinho et al. 2022b]. Besides, there is a growing interest in the area. For instance,
recently occurred the PROPOR’24 Competition, whose goal was to develop computer
systems capable of automatically evaluating essays [Mello et al. 2024].

Despite the advances achieved, the Brazilian community has made little effort to
evaluate the robustness of AES methods, including analyzing their sensitivity to adver-
sarial perturbations. [Liu et al. 2024] define robustness as the capacity to remain stable
and reliable under different circumstances. Studies demonstrate that AES methods for
the English language are easily fooled [Perelman 2014], reducing the trustworthiness of
Al-based automated scoring systems [Kabra et al. 2022]. Based on these limitations of
AES methods for English, we investigated whether AES methods for Portuguese suffer
from robustness problems.

Our objective is to analyze AES methods using adversarial essays. For that, we
applied a set of perturbations to an essay corpus, including adding unrelated texts, shuf-
fling, deleting, and repeating paragraphs of an essay. With these linguistically-motivated
disturbances, we evaluated a state-of-the-art AES strategy for Portuguese and found that
the analyzed model could not deal with adversarial essays, producing, in fact, better re-
sults for undisturbed essays.

The remainder of this paper is organized as follows: Section 2 briefly presents
related work. In Section 3, we detailed the performed analysis to verify the robustness
of an Automated Essay Scoring method for Portuguese. Finally, Section 4 concludes the
paper and indicates future directions.



2. Related Work

[Kabra et al. 2022] proposed a model agnostic adversarial evaluation scheme and asso-
ciated metrics for AES systems to test their natural language understanding capabilities
and overall robustness. They evaluated models ranging from feature-engineering-based
approaches to the latest deep-learning algorithms. The authors found that AES models
are highly overstable such that even heavy modifications (as much as 25%) with content
unrelated to the topic of the questions do not decrease the score produced by the models.

[Liu et al. 2024] evaluated Automatic Essay Scoring models’ robustness and gen-
eralization capabilities through a comprehensive series of experiments to validate various
models’ efficacy. The authors randomly select a part of the essays and shuffle the order of
the sentences or delete a sentence randomly to construct a Chinese adversarial sample set
for evaluating the robustness of the models. The results showed that the advanced AES
models have poor robustness and generalization ability, and Large Language Models have
better performance but still need to be improved.

3. Robustness Analysis

The Essay-BR corpus [Marinho et al. 2021] is organized into training, development, and
testing sets, each with 3,198, 686, and 686 essays. We used the test set to generate adver-
sarial essays. First, we extracted the essays with a score greater than or equal to 680 since
the average score of ENEM 2023 was 641.6 points!, resulting in 305 essays. We adopted
the strategy of selecting the best essays, avoiding those with several grammatical, struc-
tural, and argumentative issues. After that, we applied several perturbations to the essays
to produce adversarial essays. From the original and adversarial essays set, we evaluated
the robustness of an Automated Essay Scoring (AES) model.

We implemented linguistically motivated perturbations to analyze the robustness
of an AES model, i.e., to check whether the model can detect any difference between
original and modified responses. The perturbations are detailed below.

Add unrelated text. We added an unrelated paragraph in each essay. We create three sets
of essays with unrelated content, each indicating the position where an unrelated
text was added. The sets are with unrelated texts added at the beginning, middle,
and end of the essays. We extracted a paragraph from essays with a prompt differ-
ent from the analyzed essay and added it to the essay. This test tries to mimic the
behavior of students when they make their responses lengthy by adding irrelevant
information.

Add song and cake recipe. Although these perturbations add unrelated content to an es-
say, they have a very different language structure than written prose in essays. So,
this can be used to test a system negatively. Furthermore, it has been observed
that students use this strategy in their exams, possibly in an attempt to fool the
system?. We created two sets of perturbations, one for cake recipe and the other
for the song. In both sets, we add unrelated content in the middle of the essays.

'https://querobolsa.com.br/revista/redacao—enem-2023-quantos—texto
s—tiraram—-nota-mil-quantos—zeraram

’https://gl.globo.com/educacao/noticia/2013/03/queria-testar—-correca
o—do—-enem-diz-jovem—-que-pos—-receita-na-redacao.html



Add repeated text. For this adversarial strategy, we also created three sets of pertur-
bations. For each set, we repeated the essay content at the beginning, middle,
and end of the essays. The motivation for this perturbation is that, according
to [Kabra et al. 2022], students sometimes repeat sentences or specific keywords
in their responses to make them longer yet not out of context and to fashion cohe-
sive paragraphs [Higgins and Heilman 2014, Yoon et al. 2018].

Delete text. Similar to adding repeated text, we created three sets of perturbations in this
strategy. For each set, we removed a paragraph at the beginning, middle, and end
of the essays. According to [Kabra et al. 2022], these tests generally break the
flow of an argument, delete crucial details from an essay, and decrease wordiness.
This perturbation can seriously detract from the coherency and quality of writing
and frustrate readers.

Shuffle text. For this perturbation, we randomly shuffle the content of an essay. The
motivation for this adversarial strategy is to analyze important aspects of es-
say scoring, such as coherence and organization, which measure the extent to
which the response demonstrates a unified structure and direction of the narra-
tive [Barzilay and Lapata 2008, Tay et al. 2018].

After generating adversarial essays, we evaluated a state-of-the-art automated es-
say scoring [de Sousa et al. 2024] based on the BERT model [Devlin et al. 2019]. We as-
sessed that model using each ENEM competency through the Quadratic Weighted Kappa
(QWK) metric [Cohen 1968] for original and adversarial essays. QWK is a metric com-
monly used to assess AES models [ Yannakoudakis and Cummins 2015]. Table 1 shows
the results on the original essays, and Table 2 presents the results on the adversarial essays.

Tables 1 and 2, from C1 to C5, indicate the five competencies of the ENEM, and
the total is the final grade for an essay. In Table 2, we highlight the values greater than or
equal to the value of the original essays.

Analyzing the values from the two tables, we can see that only the values of adding
text at the beginning and adding a cake recipe were not greater than the original essay
values, indicating that the AES model was able to identify perturbations in the essays,
penalizing their scores. On the other hand, the scores for adding unrelated text in the mid-
dle, in the end, and a song were greater than or equal to the values for the original essays.
An interesting finding is that, despite adding an unrelated text at the end of an essay, the
C5 score was not penalized. Competency 5 of the ENEM is dedicated to elaborating a
proposal to solve the problem. The proposal normally appears at the end of an essay, and
the AES model could not detect the unrelated content added to an essay. More than that,
the final grade of original and adversarial essays had the same QWK value, suggesting
that the AES model failed to capture this perturbation.

For the perturbation of repeating a text in the essay, the AES model graded the
original and adversarial essays with the same score, mainly in competence four. Com-
petence 4 evaluates the superficial structure of the text, that is, how the sentences and
paragraphs are linked through cohesive elements. This way, the AES model should nega-
tively score such responses. Besides, the scores for repeating a text in the middle and at
the end of an essay had the same value as the original essays.

Another interesting finding is that deleting some parts of the essay improves its
grade in various competencies. As we can see, the scores for deleting a text in the essay



are greater than or equal to the scores of the original essays, including the final score.
These results show that the AES model could not identify a break in the flow of an argu-
ment when essential parts of the essay were removed.

Finally, and perhaps the most interesting finding, is that shuffling the paragraphs
of an essay produces better results than the original essays. This result demonstrates that
the AES model could not determine the cohesion and coherence of the essays. That is,
the AES model did not identify the transition between the lines of the essays, verifying
disconnected ideas that change the meaning substantially.

The source code of the AES model and for generating adversarial essays are pub-
licly available at https://github.com/liara-ifpi/essay—-robustness.

Table 1. Quadratic Weighted Kappa results on the original essays.
Ci C2 C3 C4 C5 Total

044 023 029 024 062 046

Table 2. Quadratic Weighted Kappa results on the adversarial essays.
Adversarial strategy Ci C2 C3 C4 C5 Total

Add unrelated text at the begging 0.41 0.14 0.15 0.17 057 0.40
Add unrelated text in the middle 0.42 0.18 0.24 0.20 0.62 0.44
Add unrelated text at the end 043 0.22 0.28 0.24 0.62 046
Add song 0.38 0.21 0.23 0.20 0.64 042

Add cake recipe 0.38 0.18 0.22 0.18 0.61 041
Repeat text at the begging 044 020 023 024 059 044
Repeat text in the middle 0.43 0.21 0.27 0.24 0.61 046
Repeat text at the end 043 0.23 0.28 0.24 0.62 046
Delete text at the begging 0.40 0.19 030 0.22 0.66 0.45
Delete text in the middle 0.40 023 0.29 0.25 0.66 0.46
Delete text at the end 0.41 023 0.29 0.24 0.63 046
Shuffle text 047 020 0.29 0.24 0.64 047

4. Conclusion

This paper presented a robustness analysis for automatic essay scoring focusing on the
Portuguese language. We used the Essay-BR corpus, which is based on the ENEM com-
petencies, to perform that analysis. Our strategy was to add several perturbations to
produce adversarial essays, aiming to check if a state-of-the-art automated essay scor-
ing model can detect any difference between original and modified responses. From the
analysis, we have learned that the automated essay scoring model could not identify the
perturbations in the essays, producing scores that were even greater than the original re-
sponses. We hope that this analysis sheds light on this research area and helps develop
more robust strategies for automatically grading essays.

For future work, we intend to develop more perturbations and create a toolkit to
facilitate the creation of adversarial essays.
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