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Abstract. Humor is a remarkably complex emotional process, defined as any
object or event that causes laughter or amusement or is considered funny. There-
fore, recognizing humor is considered one of the most challenging tasks in Nat-
ural Language Processing. In this paper, we approached the pun detection task
for the Portuguese language. Puns are a form of wordplay that exploits multiple
meanings of a term or similar-sounding words to create an intended humorous
or rhetorical effect. Our strategy is straightforward: we trained and evaluated
an ensemble learning approach of traditional machine learning models on PUN-
TUGUESE, a recent corpus of Portuguese puns. With this, we outperformed a
BERT-based model by 11 p.p. in accuracy and achieved state-of-the-art results.
More than that, we performed a detailed error analysis and found that our ap-
proach has limitations in identifying puns that contain neologisms.

1. Introduction
Computational humor recognition is considered one of the most challenging tasks
in Natural Language Processing (NLP) since humor is a remarkably complex emo-
tion [Kalloniatis and Adamidis 2024]. Humor may be defined as “any object or event
that causes laughter, amusement, or is considered funny” [Attardo 2020], or the ef-
fect that would make the audience laugh, or even “a non-serious social disagree-
ment” [Banas et al. 2011].

Although the humor recognition task is complex, enabling systems to detect it
can have genuinely impactful outcomes, as evidenced by a documented failure of stock
market algorithms to interpret an April Fool’s joke press release1. In this example, Tesla

1https://www.wsj.com/articles/BL-MBB-35151



announced it is creating a rival to the Apple Watch, dubbed the Model W. But... it was
a joke. From that announcement, the stock jumped about $2 on heavy volume when the
news hit shortly before the market closed.

According to Kalloniatis and Adamidis [Kalloniatis and Adamidis 2024], humor-
ous content may appear in different forms, such as one-liners, narrative jokes, dialogue,
multimodal ways, puns, and others. Puns, in particular, are a common source of hu-
mor. They are a form of wordplay that exploits multiple meanings of a term or similar-
sounding words to create an intended humorous or rhetorical effect [Attardo 2020]. This
duality in meaning makes puns particularly challenging for NLP models to detect and
interpret accurately, as it may require understanding context, phonetics, and seman-
tics [Gameiro et al. 2024]. For example, the sentences below express different types of
puns. The first is based on how words sound similar but have different meanings and
spellings. In the second, the words are spelled similarly but have different meanings. The
third example includes two punny words in one statement, relying on the sound of two
words blended to make the joke.

1. A pessimist’s blood type is always B-negative.
2. Every calendar’s days are numbered.
3. Everyone thinks my runny nose is funny, but it’s snot.

The above examples highlight the difficulty of working with this kind of phe-
nomenon. Pun detection refers to classifying a sentence or a text based on whether it
contains a pun or not [Miller et al. 2017]. Identifying puns is an important research ques-
tion and has some real-world applications, such as machine translation and computational
education. In the first one, recognizing puns is important, particularly for sitcoms and
other comedic works. This sort of wordplay may be complicated for non-native speakers
to detect, let alone translate. In the second, computer-assisted detection and classification
of puns could help digital humanists produce similar surveys of other works, as wordplay
is a timeless scholarship topic in literary criticism and analysis [Miller et al. 2017].

Given the relevance of identifying puns, several authors have addressed this task
in different languages, such as English [Monika and Vij 2019, Jaiswal and Monika 2019,
Yatsu and Araki 2018, Kao et al. 2016, Yang et al. 2015], Spanish [Castro et al. 2018,
Labadie Tamayo et al. 2023], and French [Ermakova et al. 2022, Ermakova et al. 2024].
However, this research area is still under-explored for Portuguese. In this paper, we ap-
proach the pun detection task for the Portuguese language to mitigate this gap.

For that, we used the PUNTUGUESE corpus [Inacio et al. 2024], a very recent
and one of the only datasets focused on the Portuguese pun detection task. Based on
this, we developed a straightforward, faster, and lower-cost computational strategy. We
combined three classifiers into an ensemble learning approach and fed it with vectorized
bi-grams using the Term Frequency-Inverse Document Frequency (TF-IDF) weighting
scheme. This strategy outperformed a BERT-based model by 11p.p. in accuracy, achiev-
ing state-of-the-art results, showing that classical Machine Learning models can still be
up to par for this task. Moreover, we performed a detailed error analysis and identified
that our approach misclassified 120 puns, 77 of which were neither homophonic nor ho-
mographic. This result shows that our model has difficulty detecting neologisms, opening
doors for future work.



The remainder of this paper is organized as follows: Section 2 briefly presents
related work. In Section 3, we introduced the corpus used for training and evaluating our
approach. Section 4 details our strategy to detect puns. In Section 5, we reported and
analyzed the achieved results. Finally, Section 6 concludes the paper and indicates future
directions.

2. Related work

Humor recognition for Portuguese started to be explored by Clemêncio [Clemêncio 2019]
and Gonçalo Oliveira et al. [Gonçalo Oliveira et al. 2020]. They created a corpus
of Portuguese jokes and developed a set of humor-related features based on relevant
literature to classify humor. Their strategies achieved an F1-score of 80% for one-
liners and 76% for satirical headlines with the Random Forest classifier. Inácio et al.
[Lima Inácio et al. 2023] fine-tuned the BERTimbau model [Souza et al. 2020] on the
same corpus, surpassing the results of Clemêncio and Gonçalo Oliveira, achieving a
99.6% F1-score. However, after some machine learning explainability experiments with
SHAP [Lundberg and Lee 2017], they found that such positive results were due to data
leakage in the dataset; namely, the model relied on punctuation and the presence of ques-
tions to do the classification.

In addition to the humor recognition task, some authors worked on related tasks,
such as irony detection [Carvalho et al. 2020, Corrêa et al. 2021, Anchiêta et al. 2021,
Luz et al. 2023]. The strategies ranged from superficial features, such as TF-
IDF, to deep learning. Moreover, there are works on the analysis of satirical
news [Wick-Pedro and Santos 2021, Wick-Pedro et al. 2024], in which the authors ana-
lyzed the textual complexity of satirical and true news in Brazilian Portuguese and found
a greater complexity in the authentic texts.

Specifically for the pun detection task, besides creating the PUNTUGUESE corpus
to mitigate the problems found in the previous dataset, Inácio et al. [Inacio et al. 2024]
also assessed several strategies to detect puns. The best-performing strategy was a fine-
tuned BERTimbau model [Souza et al. 2020], with an F1-score of 68.9% in 10-fold cross-
validation. In a posterior work [Inácio and Gonçalo Oliveira 2024], three methods of mul-
timodal transformers were explored to combine transformer-based representations with
humor-related features from the literature [Clemêncio 2019]. Their results did not im-
prove over their previous approach.

For the English language, the most researched one, recent works mainly focus
on deep learning approaches [Diao et al. 2018, Diao et al. 2019, Ren et al. 2021], using
Bidirectional Long Short-Term Memory (Bi-LSTM) networks with attention mechanisms
and language models [Zou and Lu 2019, Zhou et al. 2020, Xu et al. 2024] for the pun de-
tection task.

Our strategy is more straightforward and faster than these approaches. It does
not require high computational resources and is based on traditional supervised learning
algorithms, such as Random Forest, Logistic Regression, and Support Vector Machine.
In what follows, we present the corpus used to train and evaluate our approach.



3. Corpus
PUNTUGUESE is a curated collection of punning texts in Brazilian and European Por-
tuguese with its public portion containing 2,850 puns, 2,053 attributed to Brazilian Por-
tuguese, and 797 to European Portuguese [Inacio et al. 2024]. Each pun was manually
annotated with its punning mechanisms: the pun words (i.e., the triggers for the text to be
considered a pun) and their alternative words (what other meanings these triggers have).
Moreover, every pair of punning and alternative words in each joke is classified according
to their lexical relationship, whether they are homographs or homophones. In addition
to the punning texts, PUNTUGUESE includes a non-humorous counterpart for each entry,
created through micro-editing, making the corpus parallel and balanced. Table 1 presents
an example of puns in European and Brazilian Portuguese, alongside their corresponding
non-punning text.

Table 1. Examples of puns and non-puns in the PUNTUGUESE corpus. Punning
words are in bold. Edited words to create the non-punning texts are underlined.

Language variety Pun Non-Pun

Brazilian

Qual o nome do filho do Mc
Kevinho? MC Kessuco.

Qual o nome do filho do Mc
Kevinho? Marcelo.

(What is the name of Mc Kev-
inho’s son? MC Kessuco.)

(What is the name of Mc Kev-
inho’s son? Marcelo.)

European

Hoje vi o Jorge Jesus num
anúncio de detergentes em que
ele dizia: Este é o melhor de-
tergente que tenho Tide!

Hoje vi o Jorge Jesus num
anúncio de detergentes em que
ele dizia: Este é o melhor de-
tergente que tenho!

(Today, I saw Jorge Jesus in
a detergent advert in which he
said: This is the best detergent
I have had!)

(Today, I saw Jorge Jesus in
a detergent advert in which he
said: This is the best detergent
I have!)

From Table 1, the European Portuguese pun requires knowledge of both regional
accents and cultural context, as “tenho Tide” (“I have Tide”, a detergent brand) sounds
like “tenho tido” (meaning “I have had”), and the pun involves Jorge Jesus, a well-known
Portuguese football coach, whose accent mostly fits with the replacement “tido” → “tide”.
Similarly, the Brazilian Portuguese pun relies on cultural background and linguistic nu-
ances. MC Kevinho is a Brazilian funk musician, and the pun plays on his name: “Kev-
inho” sounds like “Quer vinho” (meaning “Want wine”), and “Kessuco” sounds like
“Quer suco” (meaning “Want juice”), when pronounced with a Brazilian accent.

The PUNTUGUESE dataset is split into training (70%), testing (20%), and valida-
tion (10%) subsets. It uses a stratified sampling approach to maintain an even distribution
of language varieties, as presented in Table 2.

In the following section, we detail our strategy to detect puns.

4. Ensemble strategy
To deal with the pun detection task, we developed a pipeline based on three steps: pre-
processing, modeling, and evaluation.



Table 2. Distribution of the PUNTUGUESE corpus.

Language variety Train Val Test Total

Brazilian 1,437 206 410 2,053
European 558 79 160 797

Total 1,995 285 570 2,850

For the preprocessing stage, we removed stopwords using the Portuguese
list from the Natural Language ToolKit (NLTK) [Bird et al. 2009]. Next, we con-
verted the text into bigrams and vectorized them, applying the TF-IDF weighting
scheme [Sammut and Webb 2011] from the scikit-learn library [Pedregosa et al. 2011].
The vocabulary of the document-term matrix, which has a size of 23,769, was learned
from the training set of the PUNTUGUESE corpus.

After preprocessing, we combined three classifiers, Random Forest,
Logistic Regression, and Support Vector Machine, from the scikit-learn li-
brary [Pedregosa et al. 2011] into an ensemble learning strategy. We chose these
classifiers empirically and adjusted their parameters based on the grid search algo-
rithm. For Random Forest, we used the value for the criterion parameter equal to
entropy. For Logistic Regression, we used the default parameters, and for Support
Vector Machine, we used the probability parameter equal to true.

We combined these three classifiers through the voting classifier. This machine-
learning model gains experience by training on several models and forecasts an output
(class) based on the class with the highest likelihood of becoming the output. We adopted
the soft voting classifier type to predict the output class. This classifier computes the
average probabilities of the classes given by the base models to determine which one will
be the final prediction.

Following the modeling of the pun detection task as an ensemble learning ap-
proach, we evaluate our strategy on the test set of the PUNTUGUESE corpus and compare
it with BERT-based approaches. The results obtained and the analysis performed are
detailed below.

5. Results and Analysis
To better understand the results of this work, we organized them into three subsections:
results with single supervised learning approaches, results with the ensemble method, and
a manual analysis of predictions.

5.1. Traditional Machine Learning Models
As shown in Table 3, we initially evaluated the Logistic Regression, Random Forest, and
Support Vector Machine classifiers individually.

As we can see from this table, all the classifiers obtained a poor result for the
pun detection task when analyzed separately, with a maximum of 40% accuracy using
the Random Forest method. These results align with those obtained by the original PUN-
TUGUESE authors, who reported a maximum of 17.9% average F-Score using a Random
Forest algorithm with TF-IDF features. Yet, we still achieved a better result for the same



Table 3. Results for each classifier separately.

Classifier Class Precision Recall F-score Accuracy

Logistic Regression Not a pun 0.23 0.25 0.24 0.21Pun 0.18 0.17 0.18

Random Forest Not a pun 0.40 0.41 0.41 0.40Pun 0.40 0.39 0.39

Support Vector Machine Not a pun 0.21 0.21 0.21 0.20Pun 0.20 0.20 0.20

algorithm (40% average F-Score), which we attribute to having a more complete prepro-
cessing pipeline than the previous work. This improvement was achieved despite Inácio
et al. [Inacio et al. 2024] utilizing a larger version of PUNTUGUESE that includes a private
dataset portion.

5.2. Ensemble Learning

After combining these classifiers into an ensemble learning approach, the results im-
proved significantly. Table 4 shows the results obtained by the voting classifier compared
to the BERTimbau model, as described by Inácio et al. [Inacio et al. 2024]2, trained and
tested in the same standard PUNTUGUESE splits. We also compare the results with larger
models (with 900M parameters) from the Albertina PT-* family [Rodrigues et al. 2023],
reported by Inácio and Gonçalo Oliveira [Inácio and Gonçalo Oliveira 2024]. The authors
evaluated the Albertina PT-* models via cross-validation on PUNTUGUESE and, although
the models are not publicly available, their predictions are3; therefore, the table shows
the average scores across all folds. Furthermore, we also compare the results with the
multilingual versions of BERT [Devlin et al. 2019] and DeBERTa [He et al. 2023].

Table 4. Comparison of results between the voting classifier and BERT.
Approach Class Precision Recall F-score Accuracy

Ours Not a pun 0.79 0.81 0.80 0.80Pun 0.80 0.79 0.80

BERTimbau [Inacio et al. 2024] Not a pun 0.67 0.77 0.71 0.69Pun 0.73 0.61 0.67

Albertina PT-BR [Inácio and Gonçalo Oliveira 2024] Not a pun 0.50 0.51 0.50 0.50Pun 0.50 0.48 0.48

Albertina PT-PT [Inácio and Gonçalo Oliveira 2024] Not a pun 0.50 0.52 0.51 0.50Pun 0.50 0.48 0.48

mBERT [Devlin et al. 2019] Not a pun 0.64 0.69 0.67 0.65Pun 0.67 0.62 0.64

mDeBERTa V3 [He et al. 2023] Not a pun 0.74 0.83 0.78 0.77Pun 0.81 0.71 0.75

2https://huggingface.co/Superar/pun-recognition-pt
3https://github.com/Superar/multimodal-humor-recognition



One can see that the ensemble strategy outperformed the BERTimbau model
by 11 p.p. (17.65%) in accuracy, from 0.69 to 0.80, suggesting that classifica-
tions by the traditional algorithms are somehow complementary. Moreover, Inácio
et al. [Inácio and Gonçalo Oliveira 2024] did not achieve solid results, not surpass-
ing 50% accuracy. Furthermore, our approach also surpassed two fine-tuned mul-
tilingual models: BERT and DeBERTa V3 base models. DeBERTa enhances the
BERT and RoBERTa [Liu et al. 2019] models by employing ELECTRA-Style pre-
training [Clark et al. 2020] with Gradient Disentangled Embedding Sharing, achieving
state-of-the-art results on most natural language understanding tasks. To fine-tune these
models, we empirically defined the following hyperparameters, as shown in Table 5. For
example, the batch size is 8, the loss function is cross entropy, the learning rate is 2×10−5,
and so on.

Table 5. Hyperparameters used to fine-tune mBERT and mDeBERTa V3.

Parameter Value

Batch 8
Loss function CrossEntropy
Learning rate 2× 10−5

Optimizer AdamW
L2 regularization 0.01
Epoch 5

We also conducted a 5-fold cross-validation experiment to determine whether
these results are an artifact of a specific train/val/test split. We performed ten executions
and calculated the average of the metrics. The results obtained correspond with Table 4,
indicating that they are not merely an artifact of a particular division.

It is important to highlight that our approach requires much less computational
resources than language models. Furthermore, it is faster and simpler than Transformer-
based models since it uses only traditional supervised machine learning algorithms and
the TF-IDF weighting scheme.

5.3. Error Analysis
By analyzing the confusion matrix of the voting classifier (Table 6), we realize there
is room for improvement since the model produced 111 false positives and 120 false
negatives.

Table 6. Confusion matrix of the voting classifier.

Actual

Pun Not pun

Predicted Pun 450 111
Not pun 120 459

To understand the results obtained, we performed an error analysis on the 120
false negatives. We found that the types of misclassified puns were distributed as fol-
lows: 71 are neither homographs nor homophones, 24 are only homophones, 1 is only



a homograph, and 26 are both homographs and homophones. It is important to say that
these numbers are related to punning signs, and since there are puns with more than one
punning sign, the total number exceeds the number of jokes identified as false negatives.
For example, Table 7 presents a pun that is neither a homograph nor a homophone and,
simultaneously, only a homophone.

Table 7. Examples of jokes with different punning signs.

Homographic Homophonic Pun Comment

✗
✗

Qual é o contrário de
menu? Youvestido.
(What is the opposite of
menu? Youdress.)

The funny effect is cre-
ated through the word
“menu” (menu), which
sounds similar to “me
nu” (me nude).

✗ ✓

Qual é o contrário de
menu? Youvestido.
(What is the opposite of
menu? Youdress.)

In this case, the funny
is created through the
word “Youvestido”
(you dress) that sounds
exactly like “you
vestido” (you dressed).

Observing the results of the ensemble learning approach, we can see that it has
more difficulty detecting puns that are neither homographs nor homophones. These jokes
use punning signs that sound or look similar but differ from their alternative signs, i.e.,
neologisms. Other puns with many misclassifications were only homophones (24) and
homographs and homophones (26). Table 8 presents an example of these types of puns.

More than identifying the type of puns, we used the LIME
tool [Ribeiro et al. 2016] to understand the results a little bit better. From this
analysis, we realize that punning signs have zero weight when the puns are neither
homographs nor homophones. For instance, in the first example in Table 8, the punning
sign “inverno” (winter) has zero weight. We believe this occurs because this word is
not frequent in the corpus. When the puns are homographs and homophones, and only
homophones, the pun signs have negative weight, indicating that they are not puns. In
Table 8, the pun signs “deter gente” (arrest people) and “potencial” (potential) have
negative weights. We believe this is because these punning signs appear more frequently
in non-jokes. We expect this analysis to help develop more robust methods for detecting
puns in Portuguese.

Finally, since the individual models complement each other within the ensemble,
we decided to analyze whether their correct classifications are somehow related to the
pun types. In other words, we wanted to check if each model specializes in classifying a
specific kind of pun. To this extent, we depict the distributions of correct classifications
(true positives) for each pun type in Figure 1.

In the figure, we can see that the distributions are similar across the models, re-
gardless of the type of pun being classified: Random Forest (RF) consistently outperforms
the Linear Regression (LR) and SVM models. This shows that the features that the mod-
els are learning are not necessarily aligned with the underlying punning mechanism of the



Table 8. Examples of misclassified puns.

Homographic Homophonic Pun Comment

✗ ✗

A pessoa que inventou o
autocorrect devia arder
no inverno (The person
who created the Auto-
Correct should burn in
the winter.)

The funny effect is cre-
ated through the word
“inverno” (winter)
which sounds similar to
“inferno” (hell).

✗ ✓

Porque é que os
polı́cias não gostam
de sabão? Porque
preferem deter gente.
(Why do the policemen
not like soap? Because
they prefer arresting
people.

This pun is funny be-
cause the verbal phrase
“deter gente” (arrest
people) sounds exactly
the same as “deter-
gente” (detergent).

✓ ✓

Um homem ia-se man-
dar dum prédio, passa
um fı́sico lá em baixo:
Não faça isso! Você
tem muito potencial! (A
man was about to jump
from a building when a
physicist passed below:
Don’t do that! You have
a lot of potential!)

This joke uses the mul-
tiple meanings of the
word “potencial” (po-
tential), meaning either
unrealized abilities or a
specific kind of energy
studied in the field of
Physics.

joke. We also highlight that “homographic only” jokes are extremely rare in the dataset;
in fact, there is only one joke of such kind in the test portion of PUNTUGUESE.

6. Conclusion

In this paper, we tackled the challenging task of pun detection in Portuguese using an
ensemble learning approach. By combining three classifiers, Random Forest, Logistic
Regression, and Support Vector Machine, we significantly outperformed a BERT-based
model, increasing accuracy by 11 p.p., which is now the state-of-the-art of this task for
Portuguese. Our results show that, when properly optimized, a traditional supervised
learning approach can be both efficient and effective, outperforming deep learning models
in terms of computational cost and simplicity. More than that, we performed a detailed
error analysis and found that our approach has limitations in identifying puns that contain
neologisms. These findings suggest that incorporating additional linguistic features or
leveraging more contextual information could enhance pun recognition in Portuguese.

In future work, we intend to explore hybrid models that integrate ensemble
learning with deep learning techniques to improve the detection of puns. The source
code used in our experimentation is publicly available at: https://github.com/



liara-ifpi/soltando-puns.
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Figure 1. Distribution of true positive classifications for each model across pun
types.
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