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Abstract. The rapid advancement of Artificial Intelligence presents new oppor-
tunities and challenges across numerous fields. This paper explores the applica-
tion of Embodied Conversational Agents in art galleries as a means to enhance
visitor engagement. We propose a general system architecture for developing
such an agent and describe the implementation of an interactive exhibit based
on the painting ”Cabega de Mulato” by Candido Portinari. Preliminary results
from logged visitor interactions indicate that ECAs can indeed foster meaningful
engagement in cultural settings.

1. Introduction

In recent years, Artificial Intelligence (Al) has transformed many industries. In the cre-
ative industry, specifically, in the arts community, its role has been a little more controver-
sial, yet it undeniably enables new cultural experiences that are reshaping how audiences
engage with exhibitions and galleries. Driven by continual advances and growing ac-
cessibility of technologies such as Augmented Reality (AR) and Generative Al (GenAl),
powered by the remarkable natural language understanding and generation capabilities
of Large Language Models (LLMs), such as GPT-4 [OpenAl and et al. 2024], Llama
3 [Meta 2024], and DeepSeek [DeepSeek-Al and et al. 2025], these experiences are in-
creasingly immersive and participatory, turning passive observers into active participants
while opening new avenues for learning across diverse topics.

The motivation to this work arose when the University of Fortaleza’s art gallery,
preparing the ’Centelhas em Movimento’ exhibit in 2024, realized that a key work named
"Cabeca de Mulato’ (Figure 1) was on display at the Venice Biennale and thus unavailable
locally, starting a search for a distinctive attraction. ’Cabeca de Mulato’ is a famous
existing painting by the infamous Brazilian artist Candido Portinari. After researching
ways to boost engagement and leveraging the lab’s prior experience, the team proposed
an interactive digital twin: a “talking painting” that could converse in natural language
about the artwork, its collector, the exhibit, and related topics. With approvals secured,
the project moved forward with enthusiastic support.

One objective of this study is to investigate how interactive technologies can en-
rich visitors’ experiences in art galleries by increasing engagement and fostering cul-
tural curiosity. To this end, we present an architecture for an Embodied Conversational



Agent (ECA) [Cassell et al. 2000] that integrates a LLM for natural language understand-
ing (NLU) and personalized response generation, and text-to-speech (TTS) for spoken
feedback. Following this design, we developed Mulato, a digital twin of Portinari’s
painting—and conducted an interactive experiment during the *Centelhas em Movimento’
exhibition. With participants’ consent, conversations were logged and later analyzed to
understand how visitors interacted with the agent.

Figure 1. Original painting: ”Cabeca de Mulato”

2. Related Works

Regarding the use of Al to generate representation and historical and fictional characters,
we find the work of Deep Nostalgia [Kidd and Nieto McAvoy 2023, Pomella 2021], li-
censed by MyHeritage from D-ID, which is a technology using Deep Learning to animate
faces in historical photos and create high-quality realistic videos. This work is mostly
used to animate photographs of family and friends, but it has also been used to animate
images of historical figures. However interesting, this does not achieve the pursued inter-
action sought by the team.

Several groups now enable text-based conversations with figures from his-
tory, fiction, and pop culture, e.g., Hello History.ai [History 2024] and CharacterAl
[CharacterAl 2024]. Hutson et al. [Hutson et al. 2024] analyze this “digital resurrec-
tion,” showing that a customized ChatGPT can revitalize historical figures (e.g., Mary
Sibley) for education and engagement. PeopleAl [PeopleAl 2024] similarly facilitates
dialogues with notable figures, even staging multi-party debates “around a dinner table.”
While these efforts introduced conversationality, they remained largely text-centric; our
work sought a more immersive, embodied experience. A Brazilian initiative, Euvatar
[Flavia Peres 2024], identified just before the *Centelhas em Movimento’ exhibit open-
ing, deploys real-time 3D digital humans in public venues; a demo featuring Machado
de Assis conversing with visitors [Torres 2024] exemplifies an Embodied Conversational
Agent (ECA) with a visible avatar rather than a simple chat interface.

These works collectively demonstrate a growing trend toward leveraging Al to
animate and revitalize cultural narratives, providing a strong foundation for our approach
to embedding conversational agents in art exhibits.



3. An Architecture for Embodied Conversational Agents (ECA)

Figure 2 presents the architecture of the Embodied Conversational Agent (ECA) pro-
posed in this work. It integrates a Large Language Model (LLM) for natural language
understanding and personalized response generation, supported by a knowledge base via
Retrieval-Augmented Generation (RAG), and a voice-generation module that delivers
spoken feedback through text-to-speech (TTS).
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Figure 2. Embodied Conversational Agents (ECA)’s System Architecture

The cycle starts in Interaction module when a user input a voice prompt to the
agent, or Mulato in our case. So there needs to be a microphone and an interface through
which the person can engage in conversation. In this scenario, a web client was developed
for Chrome in which the user can visualize the animated character, the prompted message,
and also receive the audio response generated by the system. This web client is also
responsible for the speech-to-text (STT) conversion, which will enable both the prompted
message and response to be recorded in an onscreen chat, so that the user can track his or
her conversation with the agent. Depending on the implementation method for prompting
the agent, we suggest a push-to-talk feature for the mic. Clear instructions are also advised
to guarantee intuitiveness and usability, a simple and effective “Press the mic button to
speak” was necessary, as we chose to not have a mouse or keyboard.

In the Control module, the user’s and system’s prompt are logged in a database
for further analysis in a back-end application. This API is also responsible for requesting
external services through their own APIs, and logging success statuses for maintenance
purposes. So practically speaking, this middleware is what collects the response from the
LLM and the lipsync data to be played by the Client.

The main module is the LLLM, which is responsible for the NLU and response
generation. Currently, there are many different and very reliable options in the market, so
any will do. However, if the LLM doesn’t perform well, the ECA can become dull and
unattractive. In this work, the team decided to go with the LLM that best performed in
our tests, GPT-4 [OpenAl and et al. 2024]. Through OpenAl’s platform, we created a per-
sonalized assistant using a technique called Retrieval-Augmented Generation (RAG),
which provided a set of additional instructions and additional cultural data, which was not
accessible or revealed to the LLM during training, such as other artists displayed in the
same exhibit as Mulato, and the name of the man who served as model for the original



painting. The prompt engineering followed the framework called CO-STAR [Teo 2023],
which stands for: Context, Objective, Style, Tone, Audience, and Response. This allowed
us to customize each aspect of the agents performance, making sure the agent doesn’t
speak too much, or speaks rudely to visitors, for example.

Finally, after the text response is generated, the Voice Generation module renders
it as audio. To enhance realism, we synchronize the avatar’s lip movements with the
spoken output. In our implementation, Azure Cognitive Services Text-to-Speech (TTS)
produces both the MP3 audio and the lip-sync (viseme) timing data needed to animate the
character during playback. When the response finishes, the interaction loop restarts and
the user can ask another question.

4. MULATO Agent: experiment and results

To optimize the experience, we ran extensive pre-launch tests in the lab and on-site at the
gallery [Ferreira 2025]. These iterations refined the avatar’s appearance, response length,
latency between question and answer, the clarity of on-screen instructions, and the overall
interface, with contributions from both the lab and the Culture Arts department. Be-
cause these were internal performance tests, we do not treat them as validation due to
potential bias; formal usability studies with naive participants remain necessary. Even so,
logs from interactions with external visitors offer initial evidence of engagement. At the
March 13, 2024 opening (Figure 3), Mulato drew a diverse audience, and several visitors
said they would return. Field observations surfaced usability issues, such as high ambient
noise, users mistaking on-screen messages for the mic button and touching the screen,
and frequent failures to toggle the microphone despite prompts. Younger visitors probed
the agent’s knowledge boundaries, which Mulato generally handled well, including apol-
ogizing when unable to answer, as designed.

Figure 3. Mulato ECA Interactive Prototype on Display

The experiment was on display for 34 weeks, from April to December in 2024,
during which time he received and answered 4,580 questions. An average of 6.57 tokens
were used in each question and 19.19 tokens in each answer. During that time the exhibit



recorded a total of 34,810 visitants. We estimate a total of 4,074 different interactions
with the experiment, which represents almost 12% of the total visitants. This number
may not be enough to indicate the attractiveness of the experiment. Some factors may
have contributed to this result, such as the placement of the experiment in the exhibit and
some group interactions.

In order to try and determine the Mulato’s quality and attractiveness, we ana-
lyzed all logged text interactions. Because the “plug-and-play” setup and time constraints
prevented per-user session IDs, we segmented sessions using a 3-minute idle gap. On
average, we had 1.12 questions per user, with a duration of 2m40s per interaction. An
abandonment analysis was conducted to determine how often users engaged in only a
single-turn interaction with the Mulato conversational agent. Among 4,074 total inter-
actions, 3,610 (approximately 88%) consisted of just one user question. Few users in-
teracted with more than 4 questions. This high abandonment suggests limited follow-
up—potentially due to satisfaction with the first answer, limited time/interest, gallery
conditions (noise/connectivity), or responses not engaging enough to prompt continued
dialogue.

Analyzing the top 20 bigrams and trigrams (Figure 4), we found the main topics
addressed by users were: about the painting itself and it’s relevance; the artist and his
personal life; the character in the painting and how it was created; location of the real
painting and where to see more; general topics and exploration.

1.candido portinari, 363 11. seu nome, 137 1.0bra Cabeca Mulato: 166 11. que ano vocé, 60

2.cabeca mulato, 350 12. vocé tem, 125 2.Em que ano: 142 12. fale um pouco, 53

3.bom dia, 279 13. por que, 116 3.Quem foi Céindido: 93 13. por que vocé, 49

4.quem foi, 217 14. qual seu, 113 4.Quem foi Cindido Portinari: 92 14. ano vocé foi, 47

5.que vocé, 207 15. qual foi, 111 5.Qual seu nome: 92 15. exposi¢do centelhas em, 47

6.obra cabeca, 199 16. quem vocé, 111 6.Quantos anos vocé tem: 85 16. sobre obra cabeca, 44

7.em que, 177 17. essa obra, 101 7.anos vocé tem, 78 17. vocé foi feito, 42

8.quantos anos, 177 18. da obra, 100 8.vocé foi criado, 65 18. qual obra mais, 35

9.que ano, 169 19. foi cindido, 93 9.um pouco sobre, 64 19. bom dia mulate, 33
10.vocé foi, 158 20. um pouco, 90 10.centelhas em movimento, 63 20. oi tudo bem, 33

Figure 4. Top 20 Bigrams and Trigrams extracted from User’s interactions with
Mulato ECA.

To identify the main discussion topics in user interactions with the virtual charac-
ter Mulato, we applied an unsupervised clustering approach. First, user questions were
vectorized using the TF-IDF method to capture their semantic content. Then, we used the
K-Means algorithm to group similar questions into thematic clusters. Each cluster was
analyzed by extracting the most frequent keywords, which helped us label and interpret
the predominant themes within each group (Figure 5).

To evaluate the emotional tone of user interactions with the Mulato conversational
agent, we performed a sentiment analysis on all user-submitted questions. Using the
TextBlob library, each question was analyzed for its polarity score, which ranges from
-1 (very negative) to +1 (very positive). Based on this score, questions were classified
into three categories: Positive, Neutral, and Negative. Figure 6 presents a graph where
the majority of questions were classified as Neutral (4,477), indicating a predominantly
factual or inquisitive tone, with only a small part falling into Positive (81) or Negative
(22) sentiment categories.



Main Discussion Topics in Conversations with Mulato

quem, portinari, foi, candido, vocé nome, seu, qual, como, oi

oi, quantos, anos, tem, vocé

dia, bom, mulato, mule, tudo

sobre, fale, pouco, um, obra

que, vocé, obra, foi, qual

Figure 5. Topic Clusters extracted from User’s interactions with Mulato ECA.
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Figure 6. Sentiment analysis from User’s interactions with Mulato ECA.

5. Conclusion

GenAl technology is successful at capturing attention and engaging people with art and
culture. User observations and conversations presented in this paper revealed curiosity
and satisfaction with the interactions, enriching their experience in the exhibit. Further
testing using consolidated and structured scales for usability and utility can be applied
to capture objective and subjective perceptions of the users. The data collected is very
rich and can be further analyzed to determine sentiment towards ECAs. Future work can
integrate other senses to the ECA as to further enhance user experience, such as sight
for example. Future iterations could also incorporate adaptive conversational memory,
enabling the agent to build context over multiple exchanges, thereby fostering deeper
dialogue and repeat engagement.
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