Automated Formal Register Scoring of Student Narrative Essays Written in Portuguese
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Abstract. Automated essay scoring (AES) is the task of automatically assigning scores (i.e., grades) to written texts. Although AES has been widely studied in the literature (e.g., informational and argumentative essays), specific types of texts still need more attention. Narrative essays are characterized by texts describing personal experiences and stories, either real or fictional. In this work, we describe a study on scoring student essays written in Portuguese under the aspect of Formal Register, which evaluates aspects related to the use of Brazilian Portuguese formal grammar and proficiency. The dataset created in this study provides a rich corpus of narrative essays produced in the context of a motivational situation, with a diverse set of language proficiency levels annotated by two professional graders. Different machine learning algorithms were evaluated using a diverse set of handcrafted linguistic features, and their results were compared against manual scores by the two human annotators. The results of the proposed analysis demonstrated that the AES model proposed achieved an equivalent agreement to that of the two human annotators.

1. Introduction

Automated essay scoring (AES) aims to assign scores to students’ essays automatically [Ferreira-Mello et al. 2019, Crossley 2020, Uto et al. 2020, de Lima et al. 2023]. However, most recent works have been focused on informational and argumentative essays, but other types of textual genres are gradually receiving more attention. Narrative essays are essential at the elementary and middle school levels and can be described as texts where the students share personal experiences and stories that can be either real or fictional [Somasundaran et al. 2018]. Narratives are used in numerous capacities at school instruction and assessment, as is the case in Brazilian public schools [Coelho 2020].

There are currently three main strategies to produce AES systems based on machine learning, according to the types of features used: (a) hand-engineered features, usually incorporating linguistic aspects and Natural Language Processing (NLP) frameworks, such as Coh-Metrix [Graesser et al. 2004, Cavalcanti et al. 2021b] to produce a
numeric representation of the essay; (b) raw-text based statistical models, often based on neural networks, that aim to map words and the essay to a high dimensional dense vector space (i.e., an embedding) [Ke and Ng 2019, Iqbal et al. 2023]; and (c) hybrid features, which combine the previous approaches, also usually in a neural network, to produce a more complex embedding [Uto et al. 2020]. Based on these representations, a supervised machine learning (ML) model can be trained to score the text according to specific criteria.

One of the challenges in developing such research in the context of narrative essays is the need for a dataset with annotated/scored essays, especially in Brazilian Portuguese. This perspective corroborates the findings from the literature review from [Bai and Stede 2022, Oliveira et al. 2023], which revealed a strong tendency of AES research in the English language but a lack of studies on other languages. Therefore, we describe a detailed pipeline to produce the first study on scoring student narrative essays in Portuguese under the **Formal Register** competency, which focuses on evaluating language proficiency regarding vocabulary usage, orthography, syntactic and lexical consistency. Specifically, a dataset of 327 human-annotated narrative essays (after quality assessments and pre-processing steps) was considered in this study.

Therefore, the primary objective of our study was to explore the feasibility of using machine learning techniques for estimating human ratings of formal writing scores in essays. To accomplish this goal, we extracted various linguistic features proposed in previous theoretical and empirical studies [Llach 2011, Hládek et al. 2020, Gimenes et al. 2015] from student essays written in Portuguese. We developed six models using these features and compared their performance. Specifically, we formulated the following research question to guide our investigation at this stage:

- **How accurate are machine learning algorithms in estimating scores generated by humans for formal register essays written in Portuguese?**

2. Related Works

Significant work has been done in the AES development [Fonseca et al. 2018, Ferreira-Mello et al. 2019, Ahadi et al. 2022], with some already being used in practice [Ke and Ng 2019, Shin and Gierl 2021]. However, previous studies have not focused on scoring narrative essays [Jones et al. 2019, Batista et al. 2022].

In [Somasundaran et al. 2018], two human annotators produced a dataset, scoring 942 essays for narrative-relevant aspects. The scoring rubric was done along three narrative traits: **Organization**, **Development**, and **Conventions**. Inter-annotator agreement over 344 doubly annotated essays was reported for each trait/sub-trait, using the Quadratic Weighted Kappa (QWK) metric, achieving a combined QWK of 0.76. The authors explored the methodology, demonstrating that it could reliably score development and organization traits in narratives when assessed by humans. The authors also explored several narrative-specific features for AES in narrative essays (e.g., linguistic and graph-based features), combined with four supervised learning algorithms (Linear Regression, Support Vector Regression, Random Forests, and Elastic Net).

Other works have explored different strategies to overcome the limitations of conventional AES, which typically relies on handcrafted features. In such a scenario, Deep
Neural Networks (DNN) are used to combine content-based representations (i.e., language models) with handcrafted or linguistic-based features to produce an AES [Crossley 2020, Shin and Gierl 2021, Uto et al. 2020], aiming to ease the feature engineering step. In [Uto et al. 2020], a diverse range of length and word-based, syntactic, and readability features are merged with a DNN-based distributed essay representation vector. The results demonstrated that incorporating handcrafted features improved the results over pure DNN models. However, such DNN-based approaches still lack interpretability, especially when used in an educational context [Ahadi et al. 2022].

Among the several criteria that can be used to evaluate a narrative text, assessing the level of students’ formal writing (e.g., vocabulary usage, orthography, syntactic and lexical consistency) is critical as it influences other criteria [Llach 2011]. Previous work has already been proposed on spelling correction algorithms [Etoori et al. 2018, Hládek et al. 2020], and more specifically in Portuguese [Gimenes et al. 2015]. However, such algorithms focus only on detecting and possibly correcting errors and do not produce an overall formal register score. Notably, recent research has highlighted the need for exploring AES in languages other than English to understand its potential [Bai and Stede 2022]. The rationale is that once each language has its specific features, understanding how those affect AES’s performance is prominent in shedding light on language-independent models.

3. Method

3.1. Study context and Dataset

This study utilized a comprehensive scoring rubric to evaluate the narrative construction proficiency of students’ essays in late elementary school. The rubric offered clear guidelines for teachers to assess four key competencies: (i) **Formal Register**, (ii) **Thematic Coherence**, (iii) **Textual Typology**, and (iv) **Cohesion**. Each dimension was evaluated on a scale of 1 to 5 integer score points, with higher scores indicating better text quality and language proficiency.

In this study, we targeted the automatic scoring of the Formal Register, which evaluates the proper use of Brazilian Portuguese grammar and language proficiency. Specifically, we analyzed aspects such as vocabulary adequacy, including the usage of non-contextualized or unnecessary words, as well as the presence of oral language elements. Besides, we assessed lexical and syntactical features, such as appropriate verbal conjugation, nominal/verb agreement, and nominal/verb regency, along with correct spelling, punctuation, and segmentation of words within sentences, including deviations of hyposegmentation (i.e., union of unrelated words) and hypersegmentation (i.e., disconnecting components of a single word). Our comprehensive analysis of these key components allowed for a more in-depth understanding of the students’ writing skills and provided a valuable resource for improving their writing proficiency.

The dataset developed consisted of narrative essays written by students aged 12 to 15 years. The task given to the students was to describe a fictional experience in a narrative text based on an initial triggering situation. An example of one essay and the suggested triggering situation to guide the student activity is provided in Table 1.

The final dataset comprised 327 narrative essays, with summary statistics presented in Table 2. On average, the essays comprised 135.1 words (excluding punctuation
Table 1. Example of an English translated essay and a triggering situation.

<table>
<thead>
<tr>
<th>Essay</th>
<th>Triggering Situation</th>
</tr>
</thead>
<tbody>
<tr>
<td>It was raining a lot that day, with very loud thunder coming from the sky. And after the rain passed I found in the backyard of my house a very giant shiny stone I could not believe what I was seeing, I was delighted with it took it and went inside without believing and kept in a safe, without knowing if it was really real</td>
<td>It rained a lot that day, with very loud thunder coming from the sky. And after the rain passed, I found in the backyard of my house a very shiny stone.</td>
</tr>
</tbody>
</table>

and white spaces) and 12.1 sentences. During the grading process, two human annotators independently evaluated the essays. To assess the discordance, we established a committee of three human annotators, which included the initial two and a third annotator with more experience in evaluating this type of text. This committee was responsible for determining the final score for each text.

Table 2. Summary statistics for the written essays in the dataset.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Essays</td>
<td>327</td>
</tr>
<tr>
<td>Average Words</td>
<td>135.1 ± 68.4</td>
</tr>
<tr>
<td>Average Sentences</td>
<td>12.1 ± 10.1</td>
</tr>
<tr>
<td>Total Words</td>
<td>44176</td>
</tr>
<tr>
<td>Total Sentences</td>
<td>3957</td>
</tr>
</tbody>
</table>

3.2. Feature Extraction

The feature extraction process produced 8 independent features based on the aspects mentioned in Section 3.1, which were later combined to form the input feature vector. All features are real-valued numbers in the interval [0, 1], indicating how “good” the essay was for that specific aspect. The features followed the same strategy as in [Amorim and Veloso 2017, Mello et al. 2021], in which they were derived from the number of occurrences of a characteristic in the input text. Furthermore, based on the need for further explorations of AES in languages other than English [Bai and Stede 2022], we chose those features based on expert guidelines for assessing formal register in the Portuguese language. Specifically, we defined and calculated this study’s features as follows:

1. **Verb Agreement Score**: verb agreement, or subject-verb agreement, in Brazilian Portuguese dictates that verb and subject must agree in number and gender. This score was calculated by finding all instances of a subject followed by a verb and checking whether they agree in number and gender. If they agreed in both, this instance counted as a hit. Otherwise, it counted as an error. The feature was then calculated by $\frac{\text{hits}}{\text{hits} + \text{errors}}$ (when no instances were found, a default value of 1 was returned). This feature was implemented using spaCy [Honnibal et al. 2020].

2. **Nominal Agreement Score**: a nominal agreement in Brazilian Portuguese dictates that the elements (article, adjective, pronoun) modifying a noun must agree
in number and gender with it. This score was calculated by checking a predefined set of nominal agreement rules and storing whether they were correctly used in the text. Then, the feature was given by \( \frac{\text{# rules not followed}}{\text{# rules}} \). It was implemented using the rules of CoGrOO [Kinoshita et al. 2006] and LanguageTool\(^1\).

3. **Verb Conjugation Score**: In Brazilian Portuguese, verb conjugation score refers to the concept of verb regency, which limits the set of terms that can follow a given verb. To calculate this score, we first identified whether a token was a verb and then checked its associated lemma against a manually compiled dictionary of regencies based on Portuguese grammar. If the term matched a dictionary entry, it was counted as a hit. Otherwise, it was considered an error. This feature was calculated and implemented similarly to that of the verb agreement score.

4. **Nominal Conjugation Score**: In Brazilian Portuguese, nominal conjugation, or nominal government, restricts the set of terms that might follow a noun. This score was calculated as follows: given a token, check if it was a noun, then verify the possible terms associated with its lemma on a dictionary of regencies, built manually according to Portuguese grammar. If the term was in the dictionary, it was a hit; otherwise, it was an error. We calculated the Nominal Regency Score following the approach to extract the verb agreement score.

5. **Verb Conjugation Score**: Verb conjugation in Brazilian Portuguese defines the proper derived forms of a verb. This score was calculated by checking the verb against its possible forms. The feature was calculated analogous to the verb agreement score and was implemented using spaCy [Honnibal et al. 2020].

6. **Orthography Score**: We applied the LanguageTool\(^1\) framework, considering the following list of errors: “Possible spelling error found”, “Foreign words with diacritics”, “Use of apostrophes for plural words”, “Irregular feminine spelling”, “Misspelling: Internet Abbreviations”, “Easily Mistaken Rare Words”, and “Rare words: Capitalization of geographic names”. Each of these errors was checked for every token in the text. The feature was then calculated by \( \frac{\text{# errors}}{\text{# tokens}} \) (when there were no tokens, a default value of 1 was returned).

7. **Hypersegmentation Score**: This feature splits a word/sentence into two or more tokens when it should be kept as one. It checked the existence of each token in a dictionary. If a word was not found, then we verified if the concatenation with its successor token (or a distance one variation of it) existed. In this case, it counted as a hyper-segmentation error; otherwise, it was a different type of error and was not counted toward this score. The feature was then calculated analogously to the orthography score.

8. **Hyposegmentation Score**: This feature is designed to identify when a student combines two words that should be separate. It utilizes Norvig’s Segmentation Expansion algorithm [Segaran and Hammerbacher 2009], along with a custom word frequency, to detect hyposegmentation errors for every token in the input text. The feature was calculated similarly to that of the orthography score.

### 3.3. Model Selection and Evaluation

To address the proposed research question, we assessed the performance of several conventional machine learning algorithms using the features described in Section 3.2. We

\(^1\)https://github.com/languagetool-org/languagetool
applied traditional algorithms (Decision Tree, Random Forest, and SVM) and state-of-the-art decision tree approaches (Extra-Tree, AdaBoost, and XGBoost). These classifiers were selected based on their performance in previous studies in natural language processing applications for education [Nau et al. 2020, Mello et al. 2021, Ahadi et al. 2022]. It is important to highlight that we modeled the problem as a supervised classification problem with five classes, i.e., grades 1-5 were treated as labels.

All experiments were performed with the scikit-learn toolkit. Due to resource limitations, we could not conduct hyper-parameter tuning within the cross-validation model selection process. Therefore, we recommend that future research investigate alternative algorithms and explore hyper-parameter tuning to assess the extent to which the predictive performance reported in this study holds up and can potentially be improved.

We evaluated the selected algorithms with the commonly used classification measures for educational data mining and learning analytics [Hossin and Sulaiman 2015]: precision, recall, $F_1$-score, and Cohen’s $\kappa$. We performed a two-step process to assess the quality of the proposed approach. Initially, we considered the dataset described in section 3.1 and applied a stratified K-fold cross-validation (CV) with $K = 5$. We recorded the weighted precision, recall, $F_1$-score, and Cohen’s $\kappa$ for each CV iteration.

Secondly, we performed an agreement analysis between the algorithm with the best results and the human annotators in the original dataset of 327 essays described in section 3.1. In this case, we adopted the McNemar’s test [Raschka 2018], with $\alpha = 0.05$, to check whether there existed a significant difference between the model we trained and the human annotators.

4. Results

The results of the stratified cross-validation, presented in Table 3, include the average weighted precision, recall, $F_1$-score, and Kappa metrics. Among the algorithms evaluated, the Extra-Tree ensemble demonstrated the best performance across all measures, while the SVM performed the poorest. The Random Forest algorithm produced results comparable to those of the Extra-Tree ensemble. XGBoost and Adaboost achieved Kappa scores of 0.256 and 0.253, respectively.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$-score</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.411 (±0.111)</td>
<td>0.468 (±0.053)</td>
<td>0.412 (±0.075)</td>
<td>0.171 (±0.085)</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.460 (±0.086)</td>
<td>0.453 (±0.068)</td>
<td>0.450 (±0.072)</td>
<td>0.236 (±0.104)</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.548 (±0.066)</td>
<td>0.560 (±0.062)</td>
<td>0.539 (±0.061)</td>
<td>0.354 (±0.080)</td>
</tr>
<tr>
<td>XT Ensemble</td>
<td><strong>0.557 (±0.047)</strong></td>
<td><strong>0.566 (±0.045)</strong></td>
<td><strong>0.546 (±0.046)</strong></td>
<td><strong>0.367 (±0.052)</strong></td>
</tr>
<tr>
<td>Adaboost</td>
<td>0.463 (±0.056)</td>
<td>0.464 (±0.047)</td>
<td>0.439 (±0.059)</td>
<td>0.253 (±0.071)</td>
</tr>
<tr>
<td>Xgboost</td>
<td>0.467 (±0.057)</td>
<td>0.485 (±0.050)</td>
<td>0.468 (±0.054)</td>
<td>0.256 (±0.068)</td>
</tr>
</tbody>
</table>

Since the Extra-Tree ensemble achieved the highest performance in the previous analysis, it was chosen to assess the agreement with the human annotators. Figure 1
presents the contingency tables of McNemar’s test for both annotators, showing the number of correct and incorrect predictions/annotations made by the algorithm and one human annotator compared to the other. For example, the first matrix in Figure 1 compares the model’s predictions/annotations with annotator B’s for the categories included by annotator A. It reveals that the model correctly predicted 215 instances, while the annotators agreed on only 138. Moreover, the right side of Figure 1 shows that the model agreed with more instances (148) than the human annotators agreed on themselves (138).

In addition to the results in Figure 1, McNemar’s test revealed that the difference between the model and annotator B regarding annotator A’s annotations was statistically significant (p-value $\approx 4.78 \times 10^{-10}$). This implies that the model outperformed annotator B in this case, meaning that the model had a higher agreement with annotator A than the agreement between the two human annotators A and B. Conversely, in the second case (model vs. annotator B concerning annotator A), the difference was not statistically significant (p-value $\approx 0.27$).

Figure 1. McNemar Contingency Tables for the Extra-Trees Ensemble and annotators A and B.

5. Discussion

The results for the automatic classification of the categories for formal register in narrative essays written in Brazilian Portuguese demonstrated that the proposed approach, based on hand-engineering features, reached performance compared to human annotators. In the best-case scenario, the Extra-Trees model reached $0.526$ Cohen’s $\kappa$, representing a moderate level agreement rate [Landis and Koch 1977]. It is important to highlight that XGboost did not obtain the best result for this task, which we expected as it usually performs better when traditional machine learning algorithms are applied to AES [Ramesh and Sanam-pudi 2022]. We hypothesized that it happened because XGboost is more robust for larger datasets[Chen and Guestrin 2016].

The current study highlighted the difficulty of annotating essays in Portuguese, this challenge arises due to the numerous variations of similar grammar rules in the Por-
tuguese language, making the analysis more subjective [Amorim and Veloso 2017, Marcilese et al. 2019]. Consequently, this can impact the performance of machine learning models. Thus, further research should explore this direction to improve the accuracy of these models. Additionally, Marcilese et al. [Marcilese et al. 2019] underscore that the Brazilian Portuguese language has extensive nonstandard linguistic variations, which coexist with a standardized variety defined by the language’s rules. Their findings also suggest that formal schooling plays a crucial role in children mastering the rules of the formal Portuguese language. In this context, our study provides automated means to assist in evaluating students’ understanding of the formal language.

There are three key implications of our study for research and practice. Firstly, we created a new dataset of narrative essays written by students aged 12-15 years from Brazilian public schools. To the best of our knowledge, this is the first dataset of essay scoring for narrative texts in Portuguese. The final version of the dataset, which will be released by the end of 2023, will contain 1300 essays graded according to the four criteria aforementioned in 3.1. Secondly, our results show that the proposed classifier, developed using hand-crafted features and the Extra-Tree ensemble, achieved results comparable to the human annotators. Therefore, it could serve as the foundation for creating an AI-driven system to support student practices, potentially reducing the time instructors need to review and score each essay. Thirdly, our study is part of a national-level project entitled “Plataforma Adaptativa de Avaliação e Diagnóstico Pedagógico de Textos”, aimed at addressing the learning gap among students after the pandemic. As such, the developed model will be applied in a real-world scenario in the near future.

6. Limitations and directions for future research

We acknowledge the following limitations of the study. First, although we explored a wide range of traditional machine learning algorithms, we have not explored DNN-based architectures or neural language models. Such models would allow a more comprehensive evaluation, including punctuation and semantic aspects. Furthermore, recent works [Uto et al. 2020] demonstrated that combining language models with handcrafted features can improve performance. In future works, we intend to explore hybrid methods proposed in previous works [Uto et al. 2020, Yuan et al. 2020].

Secondly, it is worth mentioning that the model did not include punctuation or semantic features due to their high computational cost [Lima et al. 2022]. Future work should aim to incorporate these features into the final model to further improve its performance.

Moreover, an in-depth analysis of the most relevant features selected by the models may lead to interesting discoveries, which were out of the scope of this paper. Furthermore, a thorough investigation of techniques for dealing with the imbalanced and possibly conflicting nature, due to having two annotators, of the dataset might also contribute to a better understanding of AES. Finally, this study did not involve the analysis of the impact of the use of AES on a real-world scenario. A future extension to this work would be the assessment of instructors’ and students’ satisfaction as well as the impact of the use of such methods on the development of students’ writing skills [Cavalcanti et al. 2021a].
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