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Abstract. This paper presents an automated approach for predicting student
dropout in higher education, comparing traditional supervised learning models
with active learning strategies. The study addresses two key questions: (1) How
can predictive models be built effectively in an automated way? and (2) How
can the need for extensive manual labeling be reduced without compromising
performance? To this end, two distinct pipelines were developed. The traditio-
nal pipeline evaluated supervised algorithms such as XGBoost, LightGBM, and
Random Forest, with model selection based on FIl-score and hyperparameter
optimization using Grid Search, Random Search, BayesSearchCV, and Optuna.
The active learning pipeline focused on minimizing labeled data requirements
while maintaining competitive performance. Results show that both approaches
are effective in anticipating dropout risk, supporting more strategic and data-
driven decision-making.

Resumo. Este artigo propoe uma abordagem automatizada para a predicdo da
evasdo no ensino superior, comparando modelos supervisionados tradicionais
com estratégias baseadas em aprendizado ativo. O estudo buscou responder
a duas questoes centrais: (1) Como construir modelos preditivos eficazes de
forma automatizada? e (2) Como minimizar a rotulagem manual sem com-
prometer o desempenho? Para isso, foram desenvolvidas duas pipelines. A
tradicional avaliou algoritmos como XGBoost, LightGBM e Random Forest,
com selecdo via F1-Score e otimizacdo de hiperpardmetros por Grid Search,
Random Search, BayesSearchCV e Optuna. A pipeline com aprendizado ativo
priorizou a redugdo da rotulagem, mantendo resultados competitivos. Os acha-
dos indicam que ambas as abordagens sdo eficazes na antecipa¢do do risco de
evasdo, oferecendo suporte estratégico a tomada de decisdo baseada em dados.
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1. Introducao

A evasdo escolar é um desafio critico enfrentado por instituicdes educacionais em todo
o mundo, com impactos significativos na trajetdria dos estudantes e no desenvolvimento
socioecondmico das nacdes. No Brasil, o fendmeno afeta de forma mais intensa jovens
em situacdo de vulnerabilidade, ampliando desigualdades sociais e comprometendo a in-
clusdo produtiva [de Araujo et al. 2025].

Diversos fatores contribuem para a evasdo, como baixo desempenho académico,
desmotivacao, dificuldades financeiras, falta de apoio familiar e auséncia de politicas
publicas eficazes. A identificacdo precoce de estudantes em risco €, portanto, essen-
cial para possibilitar intervenc¢des direcionadas que promovam a permanéncia escolar
[Bitencourt et al. 2021, Oliveira and Medeiros 2024].

Nos ultimos anos, técnicas de aprendizado de mdaquina tém sido aplicadas
com sucesso na previsdo de evasdo escolar, ao permitir a andlise de grandes volu-
mes de dados histdricos e a identificacdo de padrdes preditivos [Pimentel et al. 2023,
Rimal et al. 2024]. Modelos supervisionados como regressao logistica, Random Forest
e XGBoost sdo amplamente utilizados para essa finalidade. No entanto, sua eficicia de-
pende da disponibilidade de dados rotulados — cuja obten¢do exige infraestrutura insti-
tucional e acompanhamento longitudinal [Silva 2022].

Além disso, dados educacionais reais sao frequentemente escassos, desbalancea-
dos e sujeitos a mudangas temporais. Nesses contextos, o aprendizado ativo surge como
uma alternativa promissora, ao reduzir a necessidade de rotulagem extensiva por meio da
selecdo iterativa de exemplos informativos [Settles 2012].

Este trabalho propde e compara duas pipelines automatizadas para predicao da
evasdo escolar: uma baseada em aprendizado supervisionado tradicional e outra funda-
mentada em aprendizado ativo. Os resultados indicam que ambas sdo eficazes, sendo a
segunda mais eficiente em cendrios com recursos limitados de rotulagem.

2. Trabalhos Relacionados

Esta secdo apresenta estudos relacionados a predi¢do de evasdo escolar por meio de
técnicas de aprendizado de mdquina. A selecdo dos trabalhos foi realizada de forma
exploratoria, com foco em pesquisas que abordam: (i) algoritmos supervisionados aplica-
dos a predi¢ao de evasido; (ii) métodos de aprendizado ativo em contextos educacionais;
e (iii) desafios especificos do dominio, como desbalanceamento de dados e limita¢des na
rotulagem. Embora ndo se trate de uma revisao sistemdtica, buscou-se contemplar abor-
dagens representativas e recentes, priorizando publicagdes com experimentos aplicados a
bases de dados publicas ou reais.

No ambito do aprendizado supervisionado tradicional, Teodoro e Kap-
pel [Teodoro and Kappel 2020] utilizaram cinco algoritmos — Naive Bayes, KNN,
Arvores de Decisao, Random Forest e Redes Neurais — em dados publicos do INEP, com
o objetivo de prever o risco de evasao no ensino superior publico brasileiro. Os melhores
resultados foram obtidos com o Random Forest, destacando varidveis como idade, carga
horéria e participagdo em atividades extracurriculares como as mais relevantes. Em linha
com esses achados, Bitencourt et al. [Bitencourt et al. 2021] também adotaram Random
Forest para predicdo de evasdo em bases publicas, enfatizando a importancia da selecao
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criteriosa de atributos educacionais e corroborando a robustez do algoritmo em cendrios
supervisionados. De forma complementar, Pimentel et al. [Pimentel et al. 2023] com-
pararam classificadores como SVM, regressao logistica e Random Forest, evidenciando
o bom desempenho deste ultimo em bases desbalanceadas, especialmente em métricas
como o Fl-score.

Avancando para abordagens com menor dependéncia de dados rotulados, Costa et
al. [Costa et al. 2020] investigaram o uso de aprendizado ativo em cendrios educacionais.
A partir de estratégias baseadas em incerteza, os autores demonstraram ser possivel redu-
zir significativamente o nimero de exemplos rotulados necessarios para treinar modelos
com desempenho comparédvel ao de abordagens tradicionais. Um trabalho relacionado
€ o de Cabral et al. [Cabral 2023], que compararam diretamente aprendizado ativo e su-
pervisionado na predi¢do de desempenho em disciplinas de programacdo. Utilizando o
conjunto de dados CodeBench, observaram que o aprendizado ativo ndo apenas manteve
bons niveis de acurdcia com menos dados, como também promoveu maior equidade nos
resultados — um fator relevante em contextos educacionais sensiveis a justica e viés pre-
ditivo, ainda que o foco principal nio tenha sido evasdo.

Complementando as discussdes anteriores, Silva [Silva 2022] abordou os desafios
operacionais enfrentados em projetos reais de predi¢dao de evasdo, sobretudo no que diz
respeito a rotulagem e a confirmagdo formal do abandono escolar. O autor destaca a
necessidade de infraestrutura institucional para acompanhamento longitudinal e validacao
dos rétulos, o que torna abordagens como o aprendizado ativo ainda mais relevantes, dado
seu foco em otimizacao do uso de dados rotulados.

Observa-se, portanto, uma lacuna na literatura quanto a comparagdes diretas e sis-
tematicas entre pipelines supervisionadas tradicionais e abordagens baseadas em apren-
dizado ativo no contexto da evasao escolar. Embora estudos anteriores tenham explorado
individualmente essas técnicas, sdo raras as investigagdes que avaliem, sob condi¢des
controladas e com foco em desafios reais como o desbalanceamento de classes e a es-
cassez de rétulos, os impactos relativos dessas estratégias sobre o desempenho preditivo.
Essa auséncia aponta para uma oportunidade relevante de aprofundamento na area.

3. Metodologia

Este estudo investigou a viabilidade do uso de aprendizado ativo na predicdo da evasao
escolar no ensino superior, com foco na reducio da necessidade de dados rotulados sem
comprometer o desempenho dos modelos. Para isso, foram desenvolvidas duas pipeli-
nes automatizadas: uma tradicional, baseada em aprendizado supervisionado com dados
totalmente rotulados, e outra fundamentada em aprendizado ativo com rotulagem pro-
gressiva.

3.1. Base de Dados e Pré-processamento

Utilizou-se a base Higher Education Predictors of Student Retention (Kaggle)!, composta
por 4.424 registros e 35 varidveis de uma instituicdo portuguesa. A varidvel-alvo foi
binarizada: evasdo (1) versus permanéncia ou graduacao (0). As varidveis independentes
abrangem aspectos demograficos, académicos, socioecondmicos e macroecondmicos.

"https://encr.pw/QuzoSs
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O pré-processamento incluiu: (i) inspecdo de valores ausentes (nenhum encon-
trado), (i1) remocao de varidveis altamente correlacionadas (r > 0,85), (iii) criacdo de
variaveis derivadas (ex.: taxa de aprovacdo, média global), visando representar padroes
de desempenho com menor complexidade. Essas etapas seguiram préaticas recomendadas
para evitar multicolinearidade e ruido [Dormann et al. 2013, Guyon and Elisseeff 2003].

3.2. Pipeline Tradicional

A pipeline supervisionada foi implementada utilizando a biblioteca Streamlit* e estrutu-
rada para executar automaticamente as etapas de pré-processamento, balanceamento de
classes, validac@o cruzada e treinamento. Utilizou-se holdout com 85% dos dados para
treino e 15% para teste, além de validagdo cruzada estratificada (k = 5).

Dada a natureza desbalanceada dos dados, foram testadas cinco estratégias de
reamostragem: Oversampling, Undersampling, SMOTE, Tomek Links ¢ SMOTE +
Tomek. O conjunto de algoritmos incluiu oito classificadores supervisionados, com
otimiza¢do de hiperparametros via Grid Search, Random Search, BayesSearchCV e Op-
tuna [Akiba et al. 2019]. As métricas avaliadas foram Acuracia, Precisdo, Recall, F1-
Score e Coeficiente Kappa [McHugh 2012].

3.3. Pipeline de Aprendizado Ativo

A pipeline ativa simulou um ambiente com rotulagem limitada. Inicialmente, apenas 20%
dos rétulos estavam disponiveis. A cada ciclo, o modelo selecionava exemplos informati-
vos para rotulagem automadtica, com base em estratégias como entropy sampling, margin
sampling, random sampling, uncertainty + diversity (via KMeans) e Query by Committee
(QBC) [Ash et al. 2020].

O modelo base foi o Random Forest, reavaliado a cada iteracdo com validagcao
cruzada estratificada e tuning via Optuna (TPE) [Nguyen et al. 2022]. As métricas uti-
lizadas foram Acuricia, F1-Score, Precisdao, Recall, AUC-ROC e Kappa, com foco na
sensibilidade as classes minoritarias [Rodrigues et al. 2019].

4. Experimentos, Resultados e Discussao

Os experimentos foram conduzidos com a mesma base de dados e estratégias de validagcao
padronizadas, permitindo comparacdo direta entre as pipelines supervisionada tradicional
e aprendizado ativo. A avaliacdo dos modelos foi realizada com base em seis métricas:
Acurdcia, Precisdo, Recall, F1-Score, AUC-ROC e Coeficiente Kappa, com foco es-
pecifico na classe 1 (estudantes evadidos), por ser a de maior interesse institucional.

Essa énfase ¢ justificada pela relevancia da detec¢do precoce da evasdo, e estd
alinhada a diretrizes para classificacao desbalanceada, que priorizam o desempenho sobre
a classe minoritaria [Luque et al. 2019]. Meétricas como Recall indicam a capacidade
de capturar corretamente os casos de evasdo, enquanto o F1-Score equilibra precisdo e
sensibilidade — sendo, portanto, a métrica principal adotada para a selecdo do melhor
modelo em cada experimento. Tal escolha se justifica pela necessidade de manter um
bom compromisso entre minimizar falsos negativos (nio detectar um estudante que ird
evadir) e evitar falsos positivos excessivos.

2Cédigo-fonte disponivel em: https://github.com/fcsimao/Aut oML

40



X1V Congresso Brasileiro de Informética na Educacdo (CBIE 2025)
Anaisdo Il Workshop de Aplicagdes Préticas de Learning Analytics e Inteligéncia Artificial no Brasil (WAPLA 2025)

4.1. Desempenho da Pipeline Tradicional

A abordagem tradicional supervisionada, com XGBoost como melhor modelo, apresentou
os resultados consolidados na Tabela 1.

Tabela 1. Desempenho com aprendizado tradicional (100% dos dados rotulados)
Métrica Valor

Acuracia 87,04%
Precisao 83,96%
Recall 73,70%
F1-Score 78,50%
AUC-ROC | 89,00%
Kappa 69,29%

O modelo demonstrou desempenho robusto e consistente, especialmente em
Acuricia e Precisdao. A acuricia de 87,04% indica alto poder geral de classificacdo, en-
quanto a precisdo de 83,96% sugere baixa taxa de falsos positivos, evitando intervencoes
desnecessdrias. O recall de 73,70% revela boa capacidade de identificar evasores, embora
com espacgo para melhoria. O F1-Score (78,50%) confirma o equilibrio entre os acertos,
e o AUC-ROC de 89,00% evidencia excelente separabilidade entre classes. O coefici-
ente Kappa (69,29%) indica forte concordancia ajustada ao acaso, conferindo robustez
estatistica ao modelo.

4.2. Desempenho da Pipeline de Aprendizado Ativo

A pipeline ativa foi iniciada com 20% dos rétulos disponiveis, utilizando entropy sam-
pling para selecao iterativa de instancias. Com apenas 40% de dados rotulados, obteve os
resultados descritos na Tabela 2.

Tabela 2. Desempenho com aprendizado ativo (40% dos dados rotulados)
Métrica Valor

Acuracia 84.,33%
Precisao 74,66%
Recall 77,46%
F1-Score 76,03%
AUC-ROC | 90,00%
Kappa 64,40%

Apesar do uso reduzido de dados rotulados, o modelo ativo demonstrou desem-
penho competitivo. Destaca-se o recall de 77,46%, superior ao modelo tradicional, indi-
cando maior sensibilidade a identificacio de evasores — uma caracteristica essencial para
aplicagdes educacionais. O AUC-ROC de 90,00% reforca sua capacidade discriminativa
mesmo sob rotulagem limitada.

4.3. Analise Comparativa

A Figura 1 ilustra as métricas comparativas entre ambas as abordagens.
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Comparacao entre Pipeline Tradicional e Aprendizado Ativo
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Figura 1. Comparacao de desempenho entre aprendizado tradicional e ativo.
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A pipeline supervisionada obteve desempenho superior em Acuricia (+2,7pp) e
Precisao (+9,3pp), o que a torna adequada para cendrios com dados completos e baixo
custo de rotulagem. Por outro lado, a pipeline de aprendizado ativo superou o modelo
tradicional em Recall (+3,8pp) e AUC-ROC (+1pp), além de manter um F1-Score com-
petitivo (76,03% vs 78,50%), utilizando apenas 30% dos rétulos.

Esses resultados demonstram o potencial do aprendizado ativo em cendrios com
recursos limitados para anotacdo. Mesmo com um numero reduzido de exemplos ro-
tulados, os modelos mantiveram boa capacidade de deteccao de estudantes evadidos e
apresentaram desempenho comparavel ao obtido pela abordagem supervisionada tradici-
onal.

5. Conclusoes, Limitacoes e Trabalhos Futuros

Os resultados obtidos evidenciam que ambas as abordagens investigadas — tradicional
supervisionada e aprendizado ativo — sdo vidveis para a predicao da evasdo escolar,
apresentando desempenhos quantitativamente semelhantes em métricas como F1-Score
e AUC-ROC, com valores préximos a 0,80 na maioria dos experimentos. O principal
diferencial da abordagem ativa estd na eficiéncia no uso de dados rotulados: mesmo com
apenas 40% dos exemplos anotados, os modelos mantiveram desempenho competitivo,
especialmente na deteccao da classe minoritdria (evasores), com recall médio superior a
0,70.

Essa capacidade de identificar estudantes em risco com menos dados rotulados é
especialmente relevante em contextos educacionais, onde o custo da anotacdo € elevado.
No dominio da evasao escolar, falsos negativos tendem a ser mais criticos que falsos po-
sitivos, por representarem oportunidades perdidas de intervencdo. Ja o excesso de falsos
positivos pode sobrecarregar os servicos de apoio, exigindo um equilibrio entre sensibi-
lidade e precisdo. Nesse contexto, o uso do F1-Score como métrica principal revelou-se
adequado por ponderar ambos os aspectos.
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Apesar dos avancos, este estudo apresenta algumas limita¢des. A principal refere-
se a generalizacdo dos modelos, uma vez que os dados utilizados provém de uma tnica
institui¢do de ensino. Além disso, embora o aprendizado ativo reduza a necessidade de
rotulagem, sua eficicia depende da representatividade da amostra inicial e da qualidade do
feedback fornecido ao longo do processo de iteracdo. A auséncia de varidveis qualitativas
mais profundas — como aspectos motivacionais, emocionais € psicossociais — limita
a sensibilidade do modelo frente a complexidade multifatorial do fendmeno da evasao.
Ainda, embora a interface facilite a visualizacdo dos resultados, ela requer mediacao
técnica para correta interpretagdo, o que pode dificultar sua adocdo por gestores com
menor familiaridade com ferramentas analiticas.

Como perspectivas futuras, recomenda-se explorar abordagens hibridas que inte-
grem aprendizado ativo a métodos semi-supervisionados ou de transfer learning, visando
ampliar a aplicabilidade do modelo em contextos com escassez ou heterogeneidade de da-
dos. A validacdo institucional dessas solu¢cdes em ambientes reais, com fluxos continuos
e dados em tempo real, também se mostra fundamental para sua consolidagdo.

Outra direcdo promissora envolve a incorporacdo de varidveis comportamentais,
como engajamento académico, participagdo extracurricular e fatores emocionais, que po-
dem ser capturados por meio de autoavaliagdes, monitoramento digital ou acompanha-
mento psicopedagogico. A inclusdo desses atributos tende a melhorar a sensibilidade
preditiva, permitindo a detec¢do mais precoce e contextualizada de riscos de evasao.

Por fim, destaca-se a importancia do desenvolvimento de interfaces explicativas
e acessiveis, capazes de traduzir a 16gica dos modelos para os profissionais da educagao.
Ferramentas como SHAP, LIME e dashboards integrados a plataformas de Business In-
telligence (BI) sdo fundamentais para promover transparéncia, fomentar a confianca ins-
titucional e subsidiar acdes pedagdgicas fundamentadas em evidéncias.
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