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Abstract. This paper presents the (second-order) theory of hereditarily finite
sets according to the usual pattern adopted in the presentation of the (second-
order) theory of natural numbers. To this purpose, we consider three primitive
concepts, together with four axioms, which are analogous to the usual Peano ax-
ioms. From them, we prove a homomorphism theorem, its converse, categoricity,
and a kind of (semantical) completeness.

1. Introduction
Hereditarily finite sets (HFS) were defined by W. Ackerman in [Ackermann 1937] as
the sets that satisfy all the usual first-oder Zermelo-Fraenkel axioms except the in-
finity axiom. Different first-order axiomatizations of the HFS theory were given by
S. Givant and A. Tarski [Givant and Tarski 1977], P. Cohen [Cohen 2008], S. Swier-
czkowski [Świerczkowski 2003], and L. Kirby [Kirby 2009]. Alternatively, M. Taka-
hashi [Takahashi 1976] and F. Previale [Previale 1994] developed the HFS theory using
intuitionistic first-order logic, whereas Smolka and Stark [Smolka and Stark 2016] used
intuitionistic type theory.

In ZF set theory, the natural numbers can be defined as the sets which can
be obtained from ∅ by a finite number of applications of the successor function
s(x) = x ∪ {x}. Similarly, in ZF, the hereditarily finite sets can be viewed as a
generalization of natural numbers, obtained by replacing the unary mapping s(x) =
x ∪ {x} by the binary mapping S(x, y) = x ∪ {y}, and taking all the sets which
can be obtained from ∅ by a finite number of applications of the new S. This
similarity led us to construct the HFS theory as a generalization of the second or-
der theory of natural numbers, defined by R. Dedekind in [Dedekind 1888] and G.
Peano in [Peano 1889]. We adapt results from [Dedekind 1888, Givant and Tarski 1977,
Lawvere 1964], and [Lawvere and McLarty 2005].

2. The Peano axiomatization of the natural numbers
In this section, we highlight the results that interest us about the axiomatization of the
sequence of natural numbers, essentially due to Peano [Peano 1889]. We adopt concepts



and notations which were not available at the time of the works of Dedekind and Peano.
In particular, we use a second order language containing a constant symbol 0 and 1-place
function symbol s.

A Peano structure, or simply P-structure, is an ordered triple N = 〈N, 0N , sN〉,
where N is a non-empty set, 0N ∈ N , and sN : N → N . The domain of a P-structure
N = 〈N, 0N , sN〉 is N . We denote arbitrary P-structures by N ,M and their respective
domains by N , M .

The Peano axioms, or simply P-axioms, are:

P1 ∀x[s(x) 6= 0]

P2 ∀x∀y[s(x) = s(y)→ x = y]

P3 ∀X{〈X(0) ∧ ∀x[X(x)→ X(s(x))]〉 → ∀x[X(x)]}

where x, y, z, . . . are object variables ranging on the domains of the P-structures and
X, Y, Z, . . . are set variables ranging on the set of subsets of the domains of the P-
structures.

We say that a P-structure N is a Peano model, or simply a P-model, if all the P-
axioms are true inN . The existence of a P-model 〈N, 0N , sN〉 can be proved in Zermelo-
Fraenkel Set Theory by considering N as the set of all sets which can be obtained from
0N = ∅ by a finite number of applications of sN(x) = x ∪ {x}. These are called the
natural numbers sets.

One of the main consequences of the P-axioms is Theorem 1 below, which is
called the Homomorphism Theorem. Recall that given P-structures N = 〈N, 0N , sN〉
andM = 〈M, 0M , sM〉, a homomorphism fromN toM is a function Φ : N →M , such
that Φ(0N) = 0M and Φ(sN(x)) = sM(Φ(x)), for every x ∈ N .

Theorem 1 If N = 〈N, 0N , SN〉 is a P-model, then for any P-structure M =
〈M, 0M , sM〉, there exists a unique homomorphism from N intoM.

PROOF. Essentially, in [Dedekind 1888].

The Homomorphism Theorem has as corollary the Categoricity Theorem. This is
a fundamental result whose scope is the categoricity–i.e., the existence of a unique model
up to isomorphism–of the P-axioms.

Theorem 2 If N = 〈N, 0N , sN〉 andM = 〈M, 0M , sM〉 are both P-models, then there
exists a unique isomorphism from N ontoM.

PROOF. Essentially, in [Dedekind 1888].

The Categoricity Theorem implies further a sort of (semantical) completeness of
the P-axioms.

Theorem 3 Let ϕ be any statement in the (second order) language of the P-axioms. Then
ϕ is true on all P-models iff ϕ is true on the natural numbers sets.

PROOF. Essentially, in [Dedekind 1888].



An enlightening discussion on the real meaning of the Completeness Theorem 3,
emphasizing the prerequisites involved in its formulation, its consequences and general-
izations, is presented in [Awodey and Reck 2002].

Surprisingly–at least for these authors–it took a while for the converse of the Ho-
momorphism Theorem to be investigated and proved. As far as we have been able to
determine, the following beautiful result appears for the first time in [Lawvere 1964]–
albeit in a different context from that discussed here:

Theorem 4 If N = 〈N, 0N , SN〉 is a P-structure and for any P-structure M =
〈M, 0M , sM〉, there exists a unique homomorphism fromN intoM, thenN is a P-model.

PROOF. See [Lawvere 1964, Lawvere and McLarty 2005].

The Homomorphism Theorem and its converse—that is, the whole of Theorems 1
and 4— were taken by Lawvere in [Lawvere 1964] as a categorical definition of natural
number in any category having enough structure. Recall that a category C consists of
a class of objects and a class of arrows satisfying a series of axioms. And, that, in this
context, a category has enough structure if it is a topos, that is, it is Cartesian closed and
has a sub-object classifier. An accurate presentation of these axioms, concepts and results
may be found in [Lawvere and McLarty 2005].

3. A Peano like axiomatization of the hereditarily finite sets
In this section, we present a (second-order language) axiomatization of the hereditarily
finite sets (HFS). Our axiomatization takes into account that the hereditarily finite sets
can be viewed as a generalization of the natural number sets inside ZF set theory. Hence,
our objectives are (1) to provide a set of axioms for HFS which have some resemblance
with the P-axioms for the sequence of natural numbers; (2) to provide a proper notion of
homomorphism in order to prove for the HFS results analogous to the homomorphism,
categoricity, completeness and reverse of HT theorems. To this purpose, we define the
HFS-axioms, the HFS-structures, the HFS-models, a proper notion of homomorphism
and prove all these results. In particular, we use a second order language containing a
constant symbol 0 and 2-place function symbol S.

A hereditarily finite sets structure, or simply HFS-structure, is an ordered triple
H = 〈H, 0H , SH〉, where H is a non-empty set, 0H ∈ H , and SH : H × H → H . The
domain of a HFS-structure H = 〈H, 0H , SH〉 is H . We denote arbitrary HFS-structures
byH, G and their respective domains by H , G.

The hereditarily finite sets axioms, or simply HFS-axioms, are:

Zer ∀x[S(0, x) 6= 0]

Ext ∀x∀y{∀z[S(x, z) = x↔ S(y, z) = y]→ x = y}

Ind ∀X{〈X(0) ∧ ∀x∀y[X(x) ∧X(y)→ X(S(x, y))]〉 → ∀x[X(x)]}

Red ∀x∀y∀z{S(S(x, y), z) = S(x, y)↔ [S(x, z) = x ∨ z = y]}

where x, y, z, . . . are object variables ranging on the domains of the HFS-structures and
X, Y, Z, . . . are set variables ranging on the set of subsets of the domains of the HFS-
structures.



We say that a HFS-structureH is a hereditarily finite set model, or simply a HFS-
model, if all the HFS-axioms are true inH. The existence of a HFS-model can be proved
in Zermelo-Fraenkel Set Theory by considering 0H = ∅, S(x, y) = x ∪ {y}, and taking
H as the set of all sets which can be obtained from 0H by a finite number of applications
of S. These are called the hereditarily finite sets.

These HFS axioms are the second order correspondents of the first-order axioms
proposed in [Givant and Tarski 1977]. Taking into account that intended meanings of 0
and S(x, y), we can access their meanings. First, observe that under this interpretation we
have that S(x, y) = x iff y ∈ x. Whence:

• Zer, the zero axiom, is analogous to P1 asserting that the operation of including an
element into the empty set results in a non-empty set.
• Ext, the extensionality axiom, is analogous to P2 asserting that sets which have

exactly the same elements are equal. In fact, since s(x) is a set, P2 can be written
as ∀x∀y{∀z[z ∈ s(x)↔ z ∈ s(y)]→ x = y}.
• Ind, the induction axion, is analogous to P3 asserting that every subset that con-

tains 0 as an element and is closed under S contains all possible elements. In fact,
since S is binary, for a set X to be closed under S, we need that S(x, y) ∈ X for
all x, y ∈ X .
• Red, the redundancy axiom, which has no analogous in Peano’s axiomatization,

asserts that a set belongs to a union x∪{y} iff it is already an element of x or it is
equal to y.

In a more extensive version of this article, that is currently in preparation,
besides the results presented here, we prove that from these axioms follow all the
basic constructions and results necessary for the development of a theory of the
hereditarily finite sets. Besides, we investigate the relationship between this second-
order axiomatization and the second-order versions of the axiomatizations proposed
in [Cohen 2008, Świerczkowski 2003, Kirby 2009, Takahashi 1976, Previale 1994],
and [Smolka and Stark 2016]. Moreover, we prove two other principles of induction,
both of which are consequences of Axiom Ind, and shall be employed in some of the
proofs to come. The first of these principles, which we call a weak principle of in-
duction, is stated as ∀X{X(0) ∧ ∀x〈X(x) → ∀y[X(S(x, y))]〉 → ∀x[X(x)]}. The
second of these principles, which we call a strong principle of induction, is stated as
∀X{X(0) ∧ ∀x〈∀y[y ∈ x→ X(y)]→ X(x)〉 → ∀x[X(x)]}.

4. Homomorphism, categoricity, and completeness for the hereditarily finite
sets

Our first main result is a version of the Homomorphism Theorem (cf. Theorem 1) for the
hereditary finite sets.

Theorem 5 Let H = 〈H, 0H , SH〉 be an HFS-model and G = 〈G, 0G, SG〉 be an HFS-
structure such that Axioms Zer, Ext and Red are true in G. Then, there exists a unique
function Φ such that:

(1) Dom(Φ) = H and Ran(Φ) ⊆ G;
(2) Φ(0H) = 0G;
(3) For all x, y ∈ H , Φ(SH(x, y)) = SG(Φ(x),Φ(y));



(4) Φ is injective.

PROOF. We begin by proving the existence of a least–w.r.t inclusion–relation Φ such that:

(1’) Φ ⊆ H ×G;
(2’) (0H , 0G) ∈ Φ;
(3’) For all x, y ∈ H and z1, z2 ∈ G, if (x, z1), (y, z2) ∈ Φ, then

(SH(x, y), SG(z1, z2)) ∈ Φ;
(4’) For every x ∈ H there exists z ∈ G such that (x, z) ∈ Φ, and (i) for every v ∈ z

there exists u ∈ x such that (u, v) ∈ Φ, and (ii) and for every u ∈ x there exists
v ∈ z such that (u, v) ∈ Φ.

First, note that H×G satisfies (1’), (2’), (3’), and (4’). Hence,F = {X ⊆ H×G :
X satisfies (1’), (2’), (3’), and (4’)} 6= ∅. We prove that Φ =

⋂
F also satisfies (2’), (3’),

and (4’). The proofs of (2’) and (3’) are straightforward, so we omit them. To prove (4′),
we proceed by weak induction on x ∈ H .

Basis: For x = 0H , take z = 0G. By Axiom Zer, ∀u ∈ H[u 6∈ x] and ∀v ∈ G[v 6∈ z].
Thus x and z vacuously satisfy (i) and (ii).

Induction Hypothesis: Suppose that (4′) is true for x. That is, for x, suppose there exists
z1 ∈ G such that (x, z1) ∈ Φ and (x, z1) satisfies (i) and (ii).

Induction Step: Suppose (y, z2) ∈ Φ. For SH(x, y), we take SG(z1, z2). Since
(x, z1), (y, z2) ∈ Φ, by (3′), we have (SH(x, y), SG(z1, z2)) ∈ Φ. First we prove that
(SH(x, y), SG(z1, z2)) satisfies (i). Note that, by Axiom Red, v ∈ SG(z1, z2) if and only
if v ∈ z1 or v = z2. We consider two cases. Case 1.1. If v ∈ z1, by the IH, there exists
u ∈ x such that (u, v) ∈ Φ. Besides, by Axiom Red, u ∈ SH(x, y). Case 1.2. If v = z2,
there is u = y such that (u, v) ∈ Φ. Besides, by Axiom Red, u ∈ SH(x, y). Now we
prove that (SH(x, y), SG(z1, z2)) satisfies (ii). Note that, by Axiom Red, u ∈ SH(x, y) if
and only if u ∈ x or u = y. We consider two cases. Case 2.1. If u ∈ x, by the IH, there
exists v ∈ z1 such that (u, v) ∈ Φ. Besides, by Axiom Red, v ∈ SG(z1, z2). Case 2.2. If
u = y, there is v = z2 such that (u, v) ∈ Φ. Besides, by Axiom Red, v ∈ SG(z1, z2).

We now prove that Φ satisfies the following property:

(5’) For every x ∈ H and z ∈ G, if (x, z) ∈ Φ, then (i) for every v ∈ z there exists
u ∈ x such that (u, v) ∈ Φ, and (ii) for every u ∈ x exists v ∈ z such that
(u, v) ∈ Φ.

Suppose, for the purpose of contradiction, that there exists (x′, z′) ∈ Φ such that
(x′, z′) does not satisfy (i) or does not satisfy (ii). Consider the relation Φ′ = Φ\{(x′, z′)}.
We now prove that Φ′ ⊂ Φ is a relation which satisfies (1’), (2’), (3’), and (4’), which
contradicts the fact that Φ is a least relation. We prove by weak induction on x ∈ H that
Φ′ satisfies (3’) and (4’).

Basis: By Axioms Zer and Ext, we prove that 0H and 0G have no elements. From this,
we prove that (0H , z) satisfies (i) and (ii) if and only if z = 0G. Consider (y, z) ∈ Φ′.
By Zer, Ext and RedSince y is the only element of SH(0H , y), and z is the only element
of SG(0G, z), and since (y, z) ∈ Φ′, then (SH(0H , y), SG(0G, z)) ∈ Φ′ and it satisfies (i)
and (ii).

Induction Hypothesis: Suppose that x satifies (3’) and (4’).



Induction Step: Suppose (x, z1), (y, z2) ∈ Φ′. If SH(x, y) 6= x′ or SG(z1, z2) 6= z′,
we are done, because, as shown in the proof that Φ satisfies (4’), (SH(x, y), SG(z1, z2))
satisfies (i) and (ii). Thus, suppose, for the purpose of contradiction, that SH(x, y) = x′

and SG(z1, z2) = z′. By Axiom Red, v ∈ SG(z1, z2) if and only if v ∈ z1 or v = z2.
We consider two cases. Case 1.1. If v ∈ z1, then by the IH, there is u ∈ x such that
(u, v) ∈ Φ′. Besides, by Axiom Red, u ∈ SH(x, y). Case 1.2. If v = z2, then there is
u = y such that (u, z) ∈ Φ′. Besides, by Axiom Zer, u ∈ SH(x, y). So we conclude
(x′, z′) satisfies (i). Similarly, by Axiom Red, u ∈ SH(x, y) if and only if u ∈ x or u = y.
We consider two cases. Case 2.1. If u ∈ x, by the IH, there is v ∈ z1 such that (u, v) ∈ Φ′.
Besides, by Axiom Red, v ∈ SG(z1, z2). Case 2.2. If u = y, there is v = z2 such that
(u, v) ∈ Φ′. Besides, by Axiom Red, v ∈ SG(z1, z2). Hence, (x′, z′) satisfies (i) and (ii),
a contradiction. Thus (SH(x, y), SG(z1, z2)) 6= (x′, z′) and (SH(x, y), SG(z1, z2)) ∈ Φ′.

So we conclude that Φ satisfies (5’). Now we prove that Φ is a function, i.e, for all
z1, z2 ∈ G, if (x, z1), (x, z2) ∈ Φ, then z1 = z2. The proof goes by strong induction on x.

Basis: As was previously argued, (0H , z) satisfies (i) and (ii) if and only if z = 0G. Since
(0H , 0G), Φ is well-defined for x = 0H .

Induction Hypothesis: Suppose the claim is true for all y ∈ x.

Inductive Step: Suppose (x, z1), (x, z2) ∈ Φ. Suppose further that w ∈ z1. Since
(x, z1), (x, z2) ∈ Φ, by (4′), there are u, v ∈ G such that u ∈ x and (u,w) ∈ Φ; and
v ∈ z2 and (u, v) ∈ Φ. So (u,w) ∈ Φ and (u, v) ∈ Φ. Since u ∈ x, it follows from the
induction hypothesis that w = v and, thus, w ∈ z2. Hence, for all w ∈ G, if w ∈ z1, then
w ∈ z2 In a similar manner, for every w ∈ G, if w ∈ z2, then w ∈ z1. It follows from
Axiom Ext that z1 = z2. Now, by strong induction, it follows that F is a function.

Now, we prove that Φ is injective. The proof goes by strong induction on x1.

Basis: From above, for every z ∈ G, we have (0H , z) ∈ Φ iff z = 0G. So the property is
true for 0H .

Induction hypothesis: Suppose that the property is true for all u ∈ x.

Inductive Step: Let y ∈ H be such that Φ(y) = Φ(x). Let u ∈ x, that is, SH(x, u) = x.
By (3), SG(Φ(x),Φ(y)) = Φ(SH(x, u)) = Φ(x) = Φ(y). Thus, Φ(u) ∈ Φ(y). Then, by
(4’) from Lemma 5, there is v ∈ H such that v ∈ y and Φ(v) = Φ(u). Then, by the IH,
u = v and, thus, u ∈ y. So we conclude that for every u ∈ x, we have u ∈ y. In a similar
manner we conclude for every u ∈ y, we have u ∈ x. It follows from Axiom Ext that
x = y.

The proof that Φ is unique is quite standard, so we omit it.

Now, we obtain, as a corollary of the Homomorphism Theorem, a version of the
Categoricity Theorem (cf. Theorem 2) for the hereditary finite sets.

Theorem 6 If H = 〈H, 0H , SH〉 and G = 〈G, 0G, SG〉 are both HFS-models, then there
exists a unique isomorphism fromH onto G.

PROOF. Let 〈H, 0H , SH〉 and 〈G, 0G, SG〉 be two HFS-models. Consider the function
Φ : H → G given by Theorem 5. Since Φ satisfies properties (2), (3) and (4), the only
condition left to prove is that Φ is surjective. The proof goes by standard induction on
z ∈ G, so we omit it.



And as a corollary of the Categoricity Theorem, we obtain the (semantical) com-
pleteness of the HFS-axioms.

Theorem 7 Let ϕ be any statement in the (second order) language of the HFS-axioms.
Then ϕ is true on all HFS-models iff ϕ is true on the hereditarily finite sets.

PROOF. By Theorem 6, any two HFS-models are isomorphic. Hence the result follows,
since isomorphism preverses the truth of sentences [Awodey and Reck 2002].

Our second main result is is a version of the Converse of the Homomorphism
Theorem (cf. Theorem 4) for the hereditary finite sets. First, we proof a serie of lemmas:

Lemma 1 Let H = 〈H, 0H , SH〉 and G = 〈G, 0G, SG〉 be HFS-structures such that Ax-
iom Zer is true in G, and let Φ : H → G be an injective homomorphism. Then, Axiom
Zer is true inH.

PROOF. Suppose, for a contradiction, that there are x, y ∈ H such that SH(x, y) =
0H . Then, since Φ is an injective homomorphism, 0G = Φ(0H) = Φ(SH(x, y)) =
SG(Φ(x),Φ(y)), contradicting G satisfies Axiom Zer.

Lemma 2 Let H = 〈H, 0H , SH〉 and G = 〈G, 0G, SG〉 be HFS-structures such that Ax-
ioms Ext and Ind are true in G, and let Φ : H → G be an injective homomorphism. Then,
Axiom Ext is true inH.

PROOF. Since Φ is an injective homomorphism, and Ind is true in G, in a manner similar
to the proof of Theorem 6, we have that Φ is a bijection and, hence, Φ is an isomorphism.
The result follows, since isomorphism preverses the truth of sentences.

Lemma 3 Let H = 〈H, 0H , SH〉 and G = 〈G, 0G, SG〉 be HFS-structures such that Ax-
iom Ind is true in G, and let Φ : H → G be an injective homomorphism. Then, Axiom
Ind is true inH.

PROOF. Similar to the proof of Lemma 2.

Lemma 4 Let 〈H, 0H , SH〉 and 〈G, 0G, SG〉 be HFS-structures and Φ : H → G be an
injective homomorphism. Then, for all x, y ∈ H , we have y ∈ x iff Φ(y) ∈ Φ(x).

PROOF. Since Φ is an injective homomorphism, if y ∈ x, then SG(Φ(x),Φ(y)) =
Φ(SH(x, y)) = Φ(x). Thus, Φ(y) ∈ Φ(x). For the converse, if Φ(y) ∈ Φ(x), then
Φ(SH(x, y)) = SG(Φ(x),Φ(y)) = Φ(x). Since Φ is injective and Φ(SH(x, y)) = Φ(x),
then SH(x, y) = x, i.e, y ∈ x.

Lemma 5 Let H = 〈H, 0H , SH〉 and G = 〈G, 0G, SG〉 be HFS-structures such that Ax-
iom Red is true in G, and let Φ : H → G be an injective homomorphism. Then, Axiom
Red is true inH.

PROOF. By Lemma 4, for all z ∈ H , z ∈ SH(x, y) ↔ Φ(z) ∈ Φ(SH(x, y)) =
SG(Φ(x),Φ(y)). Now, by Axiom Red, Φ(z) ∈ SG(Φ(x),Φ(y)) ↔ Φ(z) ∈ Φ(x) ∨
Φ(z) = Φ(y). We consider two cases. Case 1. By Lemma 4, Φ(z) ∈ Φ(z) ↔ z ∈ x.
Case 2. Since Φ is injective, Φ(z) = Φ(y)↔ z = y. So we conclude that, for all z ∈ H ,
z ∈ S(x, y)↔ [z ∈ x ∨ z = y].

As a consequence of Lemmas 1, 2, 3, and 5, we have our version of the converse
of the Homomorphism Theorem for the hereditary finite sets.

Theorem 8 If H = 〈H, 0H , SH〉 is a HFS-structure and for any Zer-structure G =
〈G, 0G, SG〉, there exists a unique injective homomorphism from H into G, then H is
a HFS-model.



5. Perspectives
We believe the work reported here may provide a general foundation for theories of in-
trinsically finite objects, i.e., finite objects constructed from finite objects, which are con-
structed from finite objects and so on, since these objects can be naturally modelled as
hereditarily finite sets and their properties reduced to properties of hereditarily finite sets.

In particular, in a continuation of this work, we use this theory of hereditarily finite
sets to prove the existence of cardinality functions in HFS-models — that is, functions that
count the number of elements of an hereditarily finite set — thus providing a foundation
for the study of the basic combinatorial principles. In particular, we use this framework to
investigate the logical independence of these principles and intend to continue this work
evaluating their combinatorial strenghts.
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