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Abstract. This paper presents a propositon of a technical solution for issuing
preventive alerts during the display of responses generated by chatbots based
on Large Language Models (LLMs). The technique consists of intercepting the
content generated by the model at the time of display, with the aim of identifying
the presence of potentially sensitive terms, in accordance with the principles of
the LGPD, and displaying visual alerts to the user.

Resumo. Este artigo apresenta a proposta de solugdo técnica para a emissdo de
alertas preventivos durante a exibigcdo de respostas geradas por chatbots base-
ados em Modelos de Linguagem de Grande Porte (LLMs). A técnica consiste na
interceptagdo do contetido gerado pelo modelo no momento da exibicdo, com o
objetivo de identificar a presenca de termos potencialmente sensiveis, conforme
os principios da LGPD, e exibir alertas visuais ao usudrio.

1. Introducao

Os Modelos de Linguagem de Grande Porte (LLMs) sao modelos computacionais ba-
seados em inteligéncia artificial projetados para compreender e gerar texto semelhante
ao humano, apresentando desempenho notavel em diversas tarefas de processamento de
linguagem natural (Raza et al., 2025). Modelos, como o GPT-4 (OpenAl), Claude (Anth-
ropic), Command R+ (Cohere), Mixtral (Mistral) e Gemini (Google DeepMind), utilizam
arquiteturas baseadas em mecanismos de aten¢do e sdo pré-treinados em grandes volumes
de dados nio rotulados, o que lhes confere notavel fluéncia, adaptabilidade e capacidade
de generalizacdo contextual (Minaee et al., 2025).

Segundo Li et al. (2024), essa comunicag@o entre usudrio e interfaces conversa-
cionais baseados em LLMs tem trazido preocupagdes relacionadas a exposi¢do de dados
sensiveis durante as interagdes. Termos pessoais ou identificiveis podem ser processados
e exibidos sem qualquer tipo de controle ou alerta contextual. As abordagens tradicionais
de protecdo, como politicas de privacidade ou consentimento inicial, mostram-se limita-
das para lidar com essa exposicao dindmica, uma vez que ndo oferecem mecanismos de
alerta no momento da interacao.



Com base nesse cendrio, este trabalho apresenta a propota de uma técnica para
emissdo de alertas preventivos durante a exibicdo de respostas geradas por chatbots ba-
seados em LLMs. A técnica proposta consiste na interceptacdo do conteudo gerado
pelo modelo antes de sua apresentacdo ao usudrio, com o objetivo de analisar a resposta
quanto a presencga de termos potencialmente sensiveis e exibir alertas visuais fundamen-
tados nos principios da LGPD. Esses alertas visam aumentar a transparéncia € promover a
conscientizacao sobre riscos a privacidade, sem comprometer a continuidade da interagdo
conversacional.

2. Fundamentacao Teérica

Esta secdo apresenta conceitos basicos que amparam esta pesquisa. Também sao apresen-
tados trabalhos relacionados.

2.1. Transformers e Modelos de Linguagem de Grande Porte (LLMs)

A evolugdo do Aprendizado de Maquina, do Processamento de Linguagem Natural (PLN)
e de outras tecnologias de inteligéncia artificial, permitiu que os chatbots evoluissem de
sistemas baseados em regras fixas para modelos mais sofisticados. Destaca-se o uso dos
Transformers, uma arquitetura que permite ao modelo analisar toda a sequéncia de pa-
lavras a0 mesmo tempo e identificar quais partes sdo mais relevantes para entender o
contexto. Isso tornou possivel criar agentes conversacionais mais precisos, capazes de
aprender com poucos exemplos (few-shot) ou até sem nenhum exemplo especifico (zero-
shot), alcangando alto desempenho em diversas tarefas (Patwardhan et al., 2023).

A adocdo da arquitetura Transformer serve como base para os Modelos de Lingua-
gem de Grande Porte (LLMs), que sdo treinados com extensos volumes de dados textuais
e projetados para compreender, gerar e traduzir linguagem humana. Esses modelos tém
se tornado centrais no desenvolvimento de sistemas conversacionais adaptativos, como o
GPT, que utiliza camadas empilhadas de mecanismos de autoaten¢ado e € pré-treinado em
grandes conjuntos de dados nao rotulados (Jana et al., 2024).

2.2. Exposicao de Dados Sensiveis em Sistemas com LLMs

Respostas geradas por LLMs podem inadvertidamente revelar informacdes privadas du-
rante a fase de inferéncia, mesmo sem que esses dados tenham sido explicitamente solici-
tados ou coletados. De acordo com Barbera (2025), os riscos a privacidade se manifestam
em diferentes etapas do ciclo de vida dos sistemas baseados em LLMs, em especial na
coleta e preparacdo de dados de treinamento, que podem incluir informagdes pessoais
identificdveis ou sensiveis, € no monitoramento operacional, cujos logs de interagdo po-
dem armazenar conteudos que favorecem o vazamento ou uso indevido de dados.

Os riscos a privacidade se estendem também a fase de execucdo, em que, mesmo
quando regras explicitas de protecdo sdo configuradas, arquivos sensiveis podem ser ex-
postos por meio de comandos maliciosos inseridos nos prompts ou pela interceptagdo do
trafego de rede. Em um numero significativo de casos, contetidos confidenciais, como re-
latdrios técnicos, registros financeiros e documentos internos, foram recuperados a partir
das respostas geradas ou dos pacotes transmitidos na sessdo. Esses vazamentos decorrem
de falhas nos mecanismos de controle implementados na l6gica de acesso aos arquivos e
evidenciam que a exposi¢ao de dados sensiveis pode ocorrer mesmo quando ndo ha coleta
direta ou armazenamento intencional dessas informagdes pelo modelo (Yan et al., 2025).



Segundo Greshake et al. (2023), os riscos a privacidade também podem ocorrer na
fase de execugdo, quando, mesmo com regras explicitas de protec¢do, arquivos sensiveis
sdo expostos por meio de comandos maliciosos inseridos nos prompts, um caso de enge-
nharia de prompt indireta em que instrugdes inseridas em dados recuperados na inferéncia
podem manipular o modelo e alterar seu comportamento.

2.3. Transparéncia na Interacao com Modelos de Linguagem de Grande Porte em
Chatbots

A medida que os LLMs influenciam tarefas cotidianas, muitos usuarios nio percebem
que suas informacdes pessoais estdo sendo coletadas e processadas durante a interagao
(Li et al., 2024). Esse desalinhamento entre o tratamento de dados e a percep¢ao do
usudrio compromete o principio da transparéncia previsto na LGPD, segundo o qual o
titular deve ser informado de forma clara, acessivel e continua sobre o uso de seus dados
pessoais (LGPD - Brasil, 2018).

Contudo, a prépria estrutura desses sistemas dificulta a oferta de mecanismos in-
formativos durante a interacao. Interfaces conversacionais baseadas em LLMs raramente
comunicam em tempo real quais dados estao sendo inferidos ou utilizados, o que favorece
a persisténcia de assimetrias informacionais (Lajewska et al., 2024).

2.4. Trabalhos Relacionados

Para elaborar o mecanismo de alerta proposto, tornou-se necessario realizar um estudo
preliminar exploratdrio sobre abordagens de transparéncia e mitigacao de riscos em chat-
bots baseados em LLLMs, buscando identificar quais métodos e diretrizes t€m sido empre-
gados para detectar dados sensiveis e apresentar avisos oportunos ao usudrio durante a
interacao.

Entre os estudos analisados, Mireshghallah et al. (2024) demonstraram que
didlogos publicos com modelos GPT apresentam incidéncia expressiva de informagdes
sensiveis. Nesse estudo, as ameacas foram classificadas em memorizagdo, inferéncia e
divulgacgdo, revelando que detalhes de saude, preferéncias pessoais e informacgdes finan-
ceiras emergem mesmo sem solicitacdo explicita. Constatou-se, ainda, que os usudrios
raramente percebem esses vazamentos, o que evidencia a limitagdo de abordagens cen-
tradas unicamente na filtragem de Informagdes Pessoais Identificaveis (PII) e reforga a
necessidade de alertas contextuais durante a conversagao.

Em outra linha de investigacao, Freiberger et al. (2025) apresentaram a extensao
PRISMe (Privacy Risk Information Scanner for Me), um add-on para navegador que usa
um LLM para inspecionar, durante a navegacao, as politicas de privacidade das paginas
visitadas, sinalizando riscos por meio de icones coloridos e oferecendo resumos intera-
tivos em um painel e um chat. Em estudo qualitativo com 22 participantes, o uso da
ferramenta elevou a consciéncia sobre privacidade e facilitou a compreensao dos termos,
embora o protétipo ainda se restrinja a documentos estaticos, sem analisar o contetdo
gerado em tempo real nas conversas com chatbots.

Em suma, a literatura aponta que h4 riscos de exposicao de dados em interagdes
com LLMs e que ferramentas de explicacdo em tempo real podem aumentar a
conscientizacdo dos usudrios. Adicionalmente, hd abordagens que podem contribuir na



integracdo e deteccio automdtica de dados sensiveis dentro do fluxo conversacional a um
mecanismo de alerta direcionado ao usudrio.

3. Metodologia

Na Figura 1 € apresentado o fluxograma da técnica proposta, que contempla as seguintes
acoes: (1) envio do prompt pelo usudrio; (2) geracdo da resposta pelo modelo de lingua-
gem; (3) interceptacdo da resposta antes da exibi¢do; (4) verificacio da presenga de dados
sensiveis; (5) decisdo sobre exibir alerta; e (6) continuidade ou encerramento da intera¢ao
conforme a escolha do usuario.
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Figura 1. Fluxo da técnica de alerta preventivo em sistemas conversacionais
baseados em LLMs.

Pretende-se implementar a proposta como um componente intermedidrio (mid-
dleware), acoplado a interface do sistema conversacional. Ao receber a resposta do LLM,
esse componente realiza a interceptacdo do conteido e o submete a um mecanismo de
verificacao de sensibilidade, cuja l6gica baseia-se em listas de termos e expressoes ex-
traidas de um 1éxico de dados sensiveis, construido com base nas categorias previstas no
art. 5° da LGPD.

Caso aresposta contenha indicios de dados sensiveis, o sistema aciona um moédulo
de exibi¢ao de alerta visual, informando o risco ao usudrio em tempo real. O alerta é
exibido de forma ndo intrusiva, e a decisdo de seguir ou ndo com a interagao permanece
sob controle do usudrio. Se nio forem encontrados dados sensiveis, a resposta € exibida
normalmente.

Ap6s a implementagao da técnica por meio do sistema, o préximo passo serd a
avaliacdo em ambiente simulado, com base em cenarios diversos, para verificar a efetivi-
dade da sinalizacdo e o impacto sobre a experiéncia de uso.

4. Conclusao

Este trabalho apresentou uma proposta de técnica para alerta preventivo durante a exibicao
de respostas geradas por chatbots baseados em LLMs. A abordagem visa mitigar riscos a
privacidade por meio da identificacdo de termos potencialmente sensiveis antes da entrega
da resposta ao usudrio, atendendo aos principios de transparéncia e prevengao previstos
na LGPD.



A técnica consiste na interceptacdo do contetido gerado e sua anélise lexical com
base em categorias legais, acionando um alerta visual sempre que identificado risco de
exposi¢do indevida. O objetivo € ampliar a consciéncia do usudrio sobre o tratamento de
suas informagdes, preservando a continuidade da interacao.

O presente trabalho configura-se como uma proposta conceitual e encontra-se em
estdgio inicial de desenvolvimento, nao tendo sido ainda submetido a avaliagdo empirica.
A préxima etapa compreenderd a implementagdo da solucdo e a realizagdo de testes con-
trolados em ambiente simulado para mensurar sua acuracia, as taxas de falsos positivos e
de falsos negativos, bem como o impacto percebido na experiéncia de uso.

Dessa forma, espera-se que a solug@o contribua para o debate sobre transparéncia
e protecdo de dados em chats baseados em LLMs. Como proximos passos, propoe-se
a realizacdo de testes em ambiente simulado com diferentes cendrios de uso, a fim de
verificar a efetividade da sinalizac@o e o impacto percebido sobre a experiéncia do usudrio.
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