Applying Computer Vision Models to Detect in Real Time the Pollen Flow at the Input of Honeybee Hives (*Apis mellifera* L.)
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Abstract. Pollen flow into the beehives is directly related to the strength and the health of the honeybee (*Apis mellifera* L.) colonies. Traditional monitoring of beehives is done through manual and invasive inspections, which are time-consuming, stress bees. On the other hand, the recent paradigm of precision beekeeping has allowed for remote and non-invasive monitoring of hives. In this study, six computer vision models were applied to videos recorded at the entrance of honeybee hives to detect incoming pollen flow. The results showed that the YOLOv7 model performed better in the FPS metric, while also achieving a metric of AP₇₅ superior to 77%. The CenterNet model presented the best metrics for real-time applications, with an excellent predictive performance at low computational cost.

1. Introduction

Plants and pollinators, especially bees, have an important ecological relationship that dates back over 120 million years [Khalifa et al. 2021]. Pollination is a crucial process for the reproduction of plant species, with almost 90% of known flowering plant species dependent on animal pollinators to make this process easier [Ollerton et al. 2011]. Pollen, which contains the male gamete for plant reproduction, is also a vital source of nutrients for bees [Nicholls and Hempel de Ibarra 2017]. Given this, honey bees (*Apis mellifera* L.) with their super-populous colonies, have a high demand for this floral resource [Seeley 2006].

Honey bee colonies have workers with defined functions according to their age, and the forager worker has as its main assignment the collection of floral resources, such as nectar and pollen, which ensure the nutrition of the entire colony [Seeley 2006]. The search for pollen by foragers is regulated around the levels of pollen storage and the quantity of larvae in the larval stage being produced at a given moment, whose pheromone released by them is one of the main stimuli for the collection of this food resource.
By observing the pollen stock in the hive, as well as its color variation, the beekeeper can understand the plant sources providing this resource, as well as the health of the colony, and thus, develop appropriate interventions and management practices for it, if necessary [Brodscneider et al. 2021].

Despite the fact that human interventions are crucial for correcting problems and maximizing development and production in commercial apiaries, the constraints of time, distance, and stress on colonies do not allow for daily monitoring [Couto and Couto 2006]. Therefore, less invasive techniques developed for monitoring the flow of pollen-collecting forager bees into hives have proven to be an important tool for beekeepers and precision apiculture [Ngo et al. 2021].

Several recent studies have addressed the challenge of detecting bees carrying pollen on their hind legs through the analysis of hive entrance videos. Some of these works used more traditional computer vision approaches, such as background removal and classification based on SVM or NMC classifiers [Kale et al. 2015, Babic et al. 2016]. Other studies used deep learning techniques, specifically object detection models, such as Faster R-CNN and YOLOv5 [Yang and Collins 2019, Albuquerque et al. 2022]. However, all the cited studies have the limitation of deterministic model selection, as well as the use of hive entrance videos with a fixed camera at the top of the hive, which limits their applicability.

The main objective of this work is to introduce an automated and efficient method for real-time monitoring of pollen influx in bee hives. We will evaluate multiple model candidates, prioritizing general performance and low-power computational requirements, to identify the optimal approach for pollen detection. Additionally, we aim to test the hypothesis that hive entrance video frame characteristics, such as color and texture, significantly impact the model results. This analysis will provide insights into the robustness and adaptability of the proposed models across different environmental conditions.

The implications of this research are significant, particularly in the context of IoT applications. A robust and resource-efficient method for pollen monitoring in bee hives can enhance the overall health and productivity of bee colonies while offering valuable insights to beekeepers and researchers.

2. Materials and Methods

2.1. Image Database

Due to the recent and restricted nature of precision apiculture, well-known and widely disseminated image databases are quite scarce. Numerous hive entrance videos are available on YouTube, however, there are several issues with extracting information, such as low resolution, text in the video, and excessive zoom. This problem ends up reducing the percentage of useful images extracted. Another aggravating factor is the restriction of detecting bees with pollen, a discrete event. Therefore, the experiment depends on several sets of videos for extracting images of bees with pollen.

The images in this work were obtained from a new and unprecedented dataset comprised of 17 selected videos in a YouTube playlist¹. The playlist was intentionally

¹https://www.youtube.com/playlist?list=PL_SJHovojluQZ2xRGr3yggi6mT2FiA9UT
created so that the frames extracted from these videos had varied quality and characteristics. In total, about 630,344 images were extracted, of which 1,290 were labeled and constituted the image base used in this experiment. The contrast levels of the image, brightness, and positioning are highly variable in this collection, as shown in Figure 1 (a-h). Our analysis in this article is based on a download of this video list with a resolution of 1280x720, made on December 19, 2022.

![Figure 1. Different characteristics and variations observed in the input image database of beehives.](image)

Table 1 presents a set of descriptive statistics regarding object size and image characteristics (subsection 2.3) in the dataset. It can be observed that, on average, each image contains more than one object, with an average aspect ratio of 1.17, indicating that the boxes that delimit the bees have a square shape, although some may be wider in width (horizontal axis). In addition, the images present, on average, uniformity in relation to the characteristic variables across the folds. This behavior can be explained by the allocation method of the images in the folds, stratified by video.

<table>
<thead>
<tr>
<th>Objects</th>
<th>Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantity</td>
<td>Width (px)</td>
</tr>
<tr>
<td>Fold 1</td>
<td>1.49 (0.86)</td>
</tr>
<tr>
<td>Fold 2</td>
<td>1.50 (0.87)</td>
</tr>
<tr>
<td>Fold 3</td>
<td>1.51 (0.84)</td>
</tr>
<tr>
<td>Fold 4</td>
<td>1.40 (0.73)</td>
</tr>
<tr>
<td>Fold 5</td>
<td>1.51 (0.86)</td>
</tr>
<tr>
<td>Overall</td>
<td>1.48 (0.83)</td>
</tr>
</tbody>
</table>

We divided the image dataset into 5 equal partitions for training and validation, known as folds. Each fold was allocated for validation once, allowing for an accurate evaluation of detection model performance. This also allowed us to analyze each fold individually and calculate the mean of the obtained metrics for overall evaluation. This process is known as k-fold cross-validation and was used to obtain an estimate of error throughout the experiment. This approach also allowed for the use of a randomized block design in the statistical analysis of the results.

### 2.2. Object Detection

Object detection is a complex problem that involves solving two main tasks: classification and regression [Cai and Vasconcelos 2018]. Classification aims to distinguish objects of interest, in our case pollen-laden bees, from the background and assign them the proper
class labels. Regression aims to assign precise bounding boxes to different objects. These models can be divided into two basic groups: single-stage models and multi-stage models (two or more) [Zou et al. 2023].

One-stage object detection models are those that perform the task of object detection in a single stage. One-stage object detection models are generally more efficient in terms of time and computational resources, making them potential alternatives for real-time applications [Wang et al. 2023, Zhou et al. 2019]. In this article, we used three members of this group of models: YOLOv7 [Wang et al. 2023], YOLOX [Ge et al. 2021], and CenterNet [Zhou et al. 2019].

The YOLOv7 model presents a specific scaling technique for models that rely on concatenation, resulting in higher efficiency and accuracy compared to earlier models in the YOLO family [Wang et al. 2023]. On the other hand, YOLOX employs the strategy of decoupled head and label processing techniques to improve object detection in overlapping areas [Ge et al. 2021]. Finally, CenterNet uses a pioneering and simple strategy for object detection by predicting central points, making it a model with great potential for real-time applications [Zhou et al. 2019].

The approach of multi-stage object detection models consists of two distinct steps: scanning the image to search for potential regions of the object of interest, and analyzing these regions to determine the presence and identify their exact locations (object cropping) [Cai and Vasconcelos 2018]. These models are known to be more precise and robust than one-stage object detection models, but they are also generally more complex and computationally expensive [Zhu et al. 2020, Zhou et al. 2019]. In this article, we used three members of this group of models: Deformable DETR [Zhu et al. 2020], Faster R-CNN [Ren et al. 2017], and Cascade R-CNN [Cai and Vasconcelos 2018].

Deformable DETR, an extension of DETR, differs from the other models in this experiment by using the Multi-Scale Deformable Attention technique, based on the Transformer architecture [Vaswani et al. 2017], which allows the model to extract features from multiple scales (zoom) simultaneously, enabling more precise detection in terms of details. The second multi-stage model used in the experiment is Faster R-CNN, an extension of Fast R-CNN that introduces the concept of Region Proposal Networks (RPNs). Although the RPN works with different scales and object ratios, Faster R-CNN was used

<table>
<thead>
<tr>
<th>Model</th>
<th>Settings*</th>
<th>Learning Rate ($\alpha$)</th>
<th>Batch Size ($\beta$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLOv7</td>
<td>Backbone: YOLOv7-X, Architecture: P5, Enhancements: SyncBN and Mixed Precision</td>
<td>$1 \times 10^{-3}$</td>
<td>1</td>
</tr>
<tr>
<td>YOLOX</td>
<td>Backbone: YOLOX-S</td>
<td>$1 \times 10^{-3}$</td>
<td>2</td>
</tr>
<tr>
<td>CenterNet</td>
<td>Backbone: ResNet-18, Enhancements: DCN</td>
<td>$1 \times 10^{-3}$</td>
<td>8</td>
</tr>
<tr>
<td>Deformable DETR</td>
<td>Backbone: R-50, Enhancements: Iterative Bounding Box Refinement</td>
<td>$1 \times 10^{-4}$</td>
<td>2</td>
</tr>
<tr>
<td>Faster R-CNN</td>
<td>Backbone: R-50, Enhancements: FPN</td>
<td>$5 \times 10^{-4}$</td>
<td>1</td>
</tr>
<tr>
<td>Cascade R-CNN</td>
<td>Backbone: R-50, Enhancements: FPN</td>
<td>$1 \times 10^{-3}$</td>
<td>2</td>
</tr>
</tbody>
</table>

* The settings were obtained deterministically, aiming to use the full potential of the available hardware (Subsection 2.5).
as a baseline model in comparisons. Finally, Cascade R-CNN is a multi-stage extension of Faster R-CNN, where additional detection stages are sequentially concatenated (cascaded) to become more precise.

Table 2 shows the configurations and hyperparameters used for each of the six models studied. Hyperparameter tuning was limited only to the Learning Rate ($\alpha$), $\alpha \in \{1 \times 10^{-6}, 5 \times 10^{-6}, 1 \times 10^{-5}, 5 \times 10^{-5}, \ldots, 1 \times 10^{-1}; 5 \times 10^{-1}\}$, and Batch Size ($\beta$), $\beta \in \{1, 2, 4, 8\}$, obtained jointly via grid search.

2.3. Metrics

The metrics used in this article can be grouped into two categories: computational performance metrics and predictive performance metrics. In the first category, FPS, FLOPs, and the number of parameters are considered. These metrics are critical to ensuring that a model performs satisfactorily in real-time applications and allow for comparison between different models. In the second category, average precision metrics are considered, which include average precision (AP), average precision with an IoU threshold of 50% (AP$_{50}$), and average precision with an IoU threshold of 75% (AP$_{75}$). These metrics are widely used in the analysis of the predictive performance of object detection models.

Finally, to obtain information about the characteristics of the image, we used three metrics: color, texture, and contrast. For the color metric, we used the approach proposed in Hasler and Süssfrunk (2003), the authors define a percentage metric composed of mean and standard deviation operations in the image RGB space. The texture metric was obtained through the absolute gradient of the image, calculated as the mean of the square root of the squared values obtained after applying the Sobel filters ($x + y$). Finally, the contrast metric was calculated using the Michelson algorithm [Moulden et al. 1990].

2.4. Experiment Analysis

For the experiment analysis, we applied a randomized block design, in which the block is given by the fold of the image database, in order to minimize its contribution in comparing the performance of the models. In the general experiments, only the performance of the models was evaluated by blocking for the fold factor. For individual analysis at the fold level, we continued to use a randomized block design, blocking for the fold, but in a factorial experiment with 4 factors: model, contrast, texture, and color.

The normality tests of the residuals were performed using the Shapiro-Wilk test [Shapiro and Wilk 1965], and the O’Neill-Mathews test [O’Neill and Mathews 2000] was used for homogeneity of variances. All the analysis detailed in Section 3 satisfied the assumptions of normality and homogeneity of variances at the 5% significance level.

2.5. Experiment Environment

All experiments involving the training and prediction of the models were carried out on the Google Colab platform in a Python 3.8.1 environment. The models were trained using the mmdetection\textsuperscript{2} and mmyolo\textsuperscript{3} frameworks with a Pytorch 1.9.0 backend. The statistical analyses were performed using R software version 4.2.1.

\textsuperscript{2}https://github.com/open-mmlab/mmdetection

\textsuperscript{3}https://github.com/open-mmlab/mmyolo
The server used was specified with an Intel Xeon 2.20GHz CPU. Additionally, the environment had 26 GB of RAM and hosted a Tesla T4 GPU (2560 cores, 16 GB memory).

3. Results

The objective of the study was to evaluate the performance of different object detection models in the task of identifying bees with pollen in images. Six models were tested: Deformable DETR, Faster R-CNN, Cascade R-CNN, YOLOv7, YOLOX, and CenterNet. The overall result of the experiment is shown in Table 3.

<table>
<thead>
<tr>
<th>Model</th>
<th>#Params (M)</th>
<th>FLOPs (G)</th>
<th>FPS</th>
<th>$\overline{AP}$</th>
<th>$\overline{AP}_{50}$</th>
<th>$\overline{AP}_{75}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deformable DETR</td>
<td>40.5</td>
<td>180.0</td>
<td>6.0</td>
<td>64.7 (2.4)</td>
<td>95.9 (1.0)</td>
<td>78.0 (5.3)</td>
</tr>
<tr>
<td>Faster R-CNN</td>
<td>41.1</td>
<td>186.9</td>
<td>9.1</td>
<td>56.7 (2.7)</td>
<td>92.6 (2.4)</td>
<td>65.2 (6.2)</td>
</tr>
<tr>
<td>Cascade R-CNN</td>
<td>68.9</td>
<td>219.0</td>
<td>6.7</td>
<td>61.4 (2.3)</td>
<td>92.5 (1.6)</td>
<td>74.9 (7.6)</td>
</tr>
<tr>
<td>YOLOv7</td>
<td>71.3</td>
<td>189.9</td>
<td>24.5</td>
<td>63.6 (2.6)</td>
<td>95.1 (1.1)</td>
<td>77.5 (5.6)</td>
</tr>
<tr>
<td>YOLOX</td>
<td>8.9</td>
<td>30.6</td>
<td>41.1</td>
<td>54.0 (2.5)</td>
<td>93.0 (1.2)</td>
<td>57.8 (6.2)</td>
</tr>
<tr>
<td>CenterNet</td>
<td>14.4</td>
<td>44.5</td>
<td>25.3</td>
<td>59.9 (2.4)</td>
<td>93.7 (1.0)</td>
<td>72.9 (4.0)</td>
</tr>
</tbody>
</table>

Note 1: The notation $\overline{AP}$ indicates the mean of the AP metric evaluated in all folds.

Note 2: Means of the same metric (column) followed by the same letter are statistically equal ($p < 0.05$, Tukey).

Despite the Deformable DETR model achieving the highest average detection precision (AP) at 64.7%, the $\overline{AP}_{50}$ metric indicates that it can correctly detect 95 bees with pollen out of 100 present in an image, containing at least 50% of the actual bounding box area. Although it has good predictive performance, its high computational cost makes it unsuitable for real-time applications, predicting only 6 frames per second and requiring 180 GFLOPs of computational power.

Similarly, YOLOv7 achieved the second highest average precision (63.6%), a statistically equal value to that found in Deformable DETR, as well as in other predictive performance metrics. However, the big difference and highlight of the model compared to the previous one was its prediction speed, predicting around 24 frames per second, a 300% increase over Deformable DETR, making it a good option for real-time detection.

YOLOv7 did not fully reach weight convergence during training, i.e., at the end of the 50 training epochs, the model still showed a significant drop in the cost function values. Therefore, considering a larger number of epochs, it is possible that YOLOv7 will surpass the metric values found in Deformable DETR.

Although CenterNet did not present the best metrics, it proved to be a balanced model in terms of predictive performance and computational cost, with a maximum difference of 4.8% $\overline{AP}_{75}$, the most challenging metric in the experiment. Additionally, the model achieved statistically equal performance in the $\overline{AP}_{50}$ and $\overline{AP}_{75}$ metrics compared to Deformable DETR and YOLOv7 models. Furthermore, CenterNet had a higher average frame rate (25.3%) using less than 20% of the total parameters compared to YOLOv7. This balanced characteristic makes CenterNet the best overall alternative among the studied models for application in systems with hardware restrictions and requiring considerable predictive performance, as can be seen in its application in Figure 2.

The YOLOX model, statistically presented the worst performance metrics, AP and $\overline{AP}_{75}$, even being surpassed by the baseline model (Faster R-CNN). Unlike CenterNet, the
model only showed good computational cost metrics, surpassing the YOLOv7 model in more than 15 frames predicted per second.

Table 4 shows the results of the metrics of the six models studied in each of the five folds of the image dataset. The results show that the Deformable DETR model presented considerable variations in its performance, especially in the metric of AP$_{75}$, where it obtained a minimum of 71.7% and a maximum of 85.6%. The model obtained excellent results in the AP metrics in folds 1, 3, and 4, but significantly lost performance in folds 2 and 5, being surpassed by the YOLOv7 and Cascade R-CNN models.

The Cascade R-CNN and YOLOv7 models showed similar metrics in folds 3 and 5, with a maximum variation of less than 1% AP$_{75}$ in fold 5, possibly due to their ability to better handle details in the output. YOLOv7 uses box refinement in the prediction head, while Cascade R-CNN extends Faster R-CNN with additional stages to improve object bounding boxes and reduce the influence of the background. This makes them suitable for applications in images with small details and a predominant background.

Similarly, the CenterNet model achieved satisfactory results in folds 3 and 5, but below expectations compared to Cascade R-CNN, especially in the AP$_{75}$ metric. In these folds, it was expected that CenterNet would perform better, since there is a higher index of objects, thus the probability of object overlap in the image increases.

The Faster R-CNN and YOLOX models did not show significant improvements across folds. Faster R-CNN was used as the baseline model, so superior performance was not expected. YOLOX, despite having metrics below the average of the models, had a maximum difference of only 3.4% compared to YOLOv7 in the conservative metric AP$_{50}$ across folds. This result suggests that YOLOX may be an alternative for applications with extremely restricted hardware configurations (lighter than CenterNet) and that do not require high precision in object cropping.

During the experiments, the analysis of image contrast, color, and texture metrics indicated that these factors did not statistically influence the performance of the models, either individually or collectively. However, it is important to note that the homogeneity of the samples between the folds may have influenced these results, as can be seen in Table 1. Therefore, a deeper investigation at the image level may be necessary to detect more significant differences.
It is important to highlight that this fold analysis was performed with the goal of verifying general differences between the models, but does not exclude the possibility of other image (frame) or video-level analyses to assess the impact of specific characteristics. This result indicates that although feature analysis is important, other metrics and approaches may be necessary for a more comprehensive understanding of model performance.

4. Conclusion

This paper presents an accurate and efficient method for continuously detecting the inflow of pollen in beehives in real time. Analyzing videos of the inflow using state-of-the-art real-time object detection models enabled precise and fast results. In addition to the accuracy and speed in detecting pollen inflow, the YOLOv7 and CenterNet models were found to be robust in different environments, configurations, and camera positions, with no statistically significant differences in results obtained throughout the folds.

The YOLOv7 model is more suitable for environments with less computational cost restrictions, such as cloud environments, while CenterNet can be used locally in low computational cost environments. Thus, the possibility of obtaining precise and fast results, the recommendation of YOLOv7 and CenterNet models as practical tools for real-time detection of pollen inflow in beehives, and the conclusion that visual image charac-
teristics do not affect the efficiency of the method show the robustness and adaptability of the proposed approach for use in real applications.

Building upon this work, we plan to focus on identifying the color patterns of pollen pellets collected by bees at the hive entrance. This will provide valuable insights into the diversity and balance of their diet, as well as the overall health and colony productivity. Another future possibility is to use semi-supervised learning techniques to improve prediction accuracy. This approach is more adaptable in dealing with labeling errors and decreases the need for a large number of training images.
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