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Abstract. This study explores the application of deep learning to detect and
count acai palm trees (Euterpe oleracea) in the Amazon using UAV imagery. A
YOLOv8n model was trained on a georeferenced dataset collected across three
municipalities at Northeast of the state of Pard, Brazil, achieving a mean aver-
age precision of 0.809 at IoU 0.5 (mAP50) and 0.312 at mAP50-95. The model
was integrated into a web platform to enable non-experts, such as farmers and
conservationists, to upload imagery and receive annotated results in real time.
This facilitates more scalable and sustainable monitoring of acai populations
and supports forest conservation efforts.

1. Introduction

The acai palm tree (Euterpe oleracea) is a cornerstone of the Amazon rainforest ecosys-
tem and a critical component of Brazil’s agricultural economy. Known for its highly
nutritious fruits (or drupes), the acai juice has become a global superfood, driving in-
creased demand for its cultivation and sustainable harvesting [IBGE 2019]. In Brazil, the
acai supply chain supports approximately 30,000 agro-extractive families, particularly in
the states of Pard and Amapa, where it accounts for a significant portion of local income
and employment [Euler 2020]. However, the detection and monitoring of agai palm trees
in dense and complex forest environments remain a significant challenge. Traditional
methods, which rely on manual inspection and expert knowledge, are labor-intensive,
time consuming, and prone to errors, making them unsuitable for large scale applica-
tions [Tan et al. 2022].

The need for accurate and efficient detection methods is further underscored by the
growing pressures on the Amazon rainforest, including deforestation and climate change.
According to the National Institute for Space Research (INPE), deforestation in the Ama-
zon reached 13,235 km? in 2021, the highest level in over a decade [INPE 2021]. This
has direct implications for acai production, as the species thrives in biodiverse, intact
ecosystems. Sustainable management of acai palm populations is therefore essential, not
only for economic reasons, but also for preserving the ecological integrity of the Ama-
zon [Freitas et al. 2021].



Recent advancements in computer vision and deep learning offer promising so-
lutions to these challenges [Osco et al. 2020]. Among these, the YOLO (You Only
Look Once) family of models has emerged as a state-of-the-art solution for real-time
object detection. YOLOVS, one of the latest versions of this model, combines high
accuracy with computational efficiency, making it particularly well-suited for detect-
ing acai palm trees in dense and overlapping forest canopies [Ultralytics 2023]. Stud-
ies have demonstrated the effectiveness of deep learning models in similar agricultural
applications, such as the detection of corn [Mendonca and Guedes 2024] and palm oil
trees [Junos and Thannirmalai 2021].

In this work, we leverage the YOLOvV8 model to develop a robust and efficient
system for counting and detecting agai palm trees. Trained on a diverse dataset of acai
palm images collected from the Amazon region, the model achieved a mean Average
Precision (mAP50) of 0.809, successfully identifying trees under various environmental
conditions, including dense foliage, occlusions, and varying lighting scenarios. To make
this technology accessible to non-technical users, we have integrated the YOLOv8 model
into a user-friendly web-based platform. This platform enables users to upload images,
process them in real-time, and visualize detection results with annotated bounding boxes
and confidence scores.

The integration of YOLOvS8 with the web platform bridges the gap between ad-
vanced machine learning capabilities and practical, real-world applications. By providing
an intuitive interface and real-time processing capabilities, the platform empowers farm-
ers, researchers, and conservationists to monitor acai palm populations efficiently. This
not only supports sustainable harvesting practices but also contributes to the preservation
of the Amazon rainforest ecosystem.

In the subsequent sections of this paper, we detail the methodology for training
and evaluating the YOLOvV8 model, describe the development and functionality of the
web platform, and present the results of the system’s performance.

2. Materials and methods

This section outlines the methodology for training the YOLOv8 model and developing a
web platform to detect acai palm trees. The approach is divided into three main stages, as
illustrated in Figure 1.

Section 2.1 details the data acquisition process, including the use of UAVs to cap-
ture imagery and the methods applied for annotation. Section 2.2 explains dataset prepa-
ration, covering labeling, preprocessing, and enhancements to improve training quality.
Section 2.3 describes the YOLOvV8 model architecture, the training process, and the ad-
justments made to optimize performance. Section 2.4 presents the design and implemen-
tation of the web platform, highlighting its core features and how users can interact with
it for detection and visualization tasks.

The proposed pipeline integrates UAV-based data collection, YOLOVS training,
and a web-based detection platform. It also incorporates OpenDroneMap (ODM) for
scalable processing. This structure ensures reproducibility, scalability, and practical ap-
plication in real-world forest monitoring scenarios.
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Figure 1. Pipelines of the proposed methodology for acai palm tree detection.
2.1. Data acquisition

We used the DJI Mini 4 Pro UAV to capture images to create the dataset imagery, utiliz-
ing multi-constellation GNSS (GPS/Galileo/BeiDou) for reliable geotagging. Its 48 MP
(1/1.3” CMOS, {/1.7) camera ensured high-quality image capture, including in low light
conditions.

Flight missions were conducted manually over acai plantations in three munici-
palities: Abaetetuba, Santa Luzia do Pard, and Sao Sebastido da Boa Vista, all in the state
of Par4, Brazil, which are located on the globe in Figure 2, chosen for their high palm den-
sity and environmental diversity. Operated at 30 meters, the drone followed a grid path
with at least 70% image overlap, capturing 2,000 high-resolution images across varying
weather and lighting conditions to ensure dataset diversity. With the integration of GPS
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Figure 2. Map of the study area (Northeast of the state of Para, Brazil).

coordinates in images enabled the generation of a georeferenced orthomosaic using Open-
DroneMap (ODM). ODM is an open-source software platform designed for processing
aerial drone imagery into detailed maps, 3D models, and point clouds [Castro et al. 2020].
This orthomosaic, combining overlapping images and GNSS data, provided a detailed
map of the study area, as shown in Figure 3, crucial for precise tree localization, model
validation, and advanced analyses like tree density and distribution estimation.

2.2. Dataset

The dataset preparation started with 612 manually selected images based on quality, clar-
ity and non-repeating, from the total captured. Each image was manually annotated with
precise bounding boxes for acai palms (class “agai”), using zoom tools and grid overlays
to ensure accuracy, especially for small, densely packed trees. All annotations under-
went rigorous quality review, after which the dataset was systematically split into train-
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Figure 3. A orthomosaic generated by the ODM software.

ing (70%), validation (20%), and test (10%) subsets to ensure unbiased model evalua-
tion. To enhance the dataset, we applied multiple augmentation techniques only no the
training and test sets including rotations (90°, 180°, 270°), scaling (0.8x-1.2x), horizon-
tal/vertical flips, brightness (+30%) and contrast (+20%) adjustments, and Gaussian noise
injection, these steps expanded the dataset to 1,592 images. All images were resized to
640x640 pixels to ensure compatibility with YOLOvVS. Finally, the dataset was converted
to YOLOvS8 format, with each image paired to its corresponding label file containing
normalized bounding box coordinates and class identifiers for efficient model training.

2.3. YOLOVS8 Architecture and Training

The YOLOv8 model was chosen for its state-of-the-art performance in real-time object
detection and its ability to effectively handle small objects, making it ideal for detecting
acai palm trees in the complex and dense environment of the Amazon rainforest. YOLOvV8
expanded on the success of previous YOLO iterations and introduced new features and en-
hancements to further improve its performance and versatility. We employed YOLOv8n,
a lightweight variant of the YOLOVS architecture, selected for its balance between detec-
tion accuracy and inference efficiency suitable for web deployment. Although YOLOv11
has since been released, YOLOvS8 was chosen due to its stable maturity at the time of
development and its community support, especially within the Ultralytics ecosystem.

YOLOVS follows a single-stage detection approach, meaning it predicts bounding
boxes and classes probabilities directly from the input image in a single pass. At its
core, YOLOVS features a deep convolutional neural network (CNN) architecture known
as Darknet. This backbone network extracts features from the input image, capturing
relevant information at multiple spatial scales. This capability allows YOLOVS to detect
objects of varying sizes and complexities. Additionally, YOLOvVS replaces the C3 module
with the C2f module. Unlike C3, which only utilizes the output of the last bottleneck, C2f
concatenates the outputs of all bottlenecks, further enhancing feature representation which
are shown in Figure 4 [Sohan et al. 2024].

The training process used transfer learning to fine-tune the YOLOvS8 model, start-
ing with YOLOvS8n weights pre-trained on the COCO dataset, which contains diverse
object categories. This allowed the model to specialize in detecting agai palm trees, re-
ducing training time and improving generalization. An input size of 640x640 pixels was
chosen to balance accuracy and computational efficiency.



Figure 4. YOLOVS architecture.
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The model was trained exclusively on the “agai” class to learn its distinctive fea-
tures. Training was performed with a batch size of 16, a learning rate of 0.001, and for
50 epochs using the Adam optimizer. Loss functions monitored during training included
box loss (Lpox), class 1oss (L), and distribution focal loss (Lpg.). The total loss (Liotar)
is:

Ltotal = Lbox + Lclass + LDFL (1)

To evaluate model performance, the following standard object detection metrics
were computed on the test set:

* Precision. The proportion of correctly predicted agai trees among all predicted

trees. o
.. True Positives (TP)
Precision = — — 2)
True Positives (TP) + False Positives (FP)

* Recall. The proportion of actual agai trees correctly identified by the model.

True Positives (TP)
Recall = — - 3)
True Positives (TP) + False Negatives (FN)

* mAP@50. Mean Average Precision calculated at an IoU threshold of 0.50, mea-
suring detection performance with moderate overlap [Padilla et al. 2020].

ol — Area of Overlap

“)

Area of Union

2.4. Web Development for Model Interaction

This section describes the development of the web application, which enables users to in-
teract with the YOLOv8 model for acai palm tree detection. The application consists of a
frontend for user interaction (Section 2.4.1) and a backend for processing and communica-
tion with WebODM and the YOLOv8 model (Section 2.4.2). Together, these components
provide a seamless and user-friendly platform for detecting and analyzing acai palm trees.

2.4.1. Frontend

The frontend was developed using HTML, CSS, and JavaScript to create a clean and in-
tuitive interface for users to interact with the application. HTML (HyperText Markup
Language) was used to structure the content, defining elements such as the image up-
load form, progress indicators, and result display areas. CSS (Cascading Style Sheets)
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Figure 5. (a) UML sequence diagram and (b) Web interface for acai palm tree
detection.

was employed to style the interface, ensuring a visually appealing and responsive design
that adapts to different screen sizes and devices. JavaScript added interactivity, enabling
dynamic features such as real-time updates, file validation, and progress tracking.

Communication between the frontend and backend is handled through HTTP (Hy-
perText Transfer Protocol) and WebSockets. When users upload images, the frontend
sends them to the backend via HTTP requests, specifically using methods like POST to
transmit data securely. During processing, WebSockets provide a persistent, bidirectional
communication channel, allowing the backend to send real-time updates to the frontend.
This integration ensures users receive immediate feedback, such as loading indicators and
progress messages, without needing to manually refresh the page.

The primary role of the frontend is to allow users to upload images of agai palm
trees, monitor the processing status, and view detection results seamlessly. Designed with
simplicity in mind, the frontend ensures that even non-technical users can navigate the
platform effortlessly. Once processing is complete, the frontend displays the results with
clear annotations, highlighting detected acai palm trees and making it easy for users to
interpret the output.

2.4.2. Backend Implementation

The backend forms the core of the application, integrating the frontend, WebODM, and
the YOLOvS8 model to deliver a seamless user experience. Built on FastAPI, a modern
Python framework, the backend utilizes asynchronous operations to handle concurrent
requests efficiently, ensuring high performance and scalability [Bansal and Ouda 2022].

When a user uploads an image, the backend transmits it to the WebODM server via
the OpenDroneMap (ODM) API for processing. WebODM generates a high-resolution
orthophoto, which is divided into 640 x 640 pixel blocks for analysis by the YOLOv8
model. This block size aligns with the model’s input requirements, enabling precise and



efficient detection of acai palm trees. The total number of image subdivisions, Nyjocks, 1S
determined as:

®)

width of the orthophoto height of the orthophoto
M blocks — X s

640 640

where width of the orthophoto and height of the orthophoto represent the dimensions of
the orthophoto, and [-] denotes the ceiling function, ensuring complete coverage of the
image.

For each block, the YOLOv8 model performs object detection to identify acai
palm trees. Following detection, the productivity estimation algorithm, based on refer-
ences published by Embrapa Amazoénia [Neto et al. 2021], quantifies the productivity of
the identified trees. Each detected tree is assigned an individual productivity value, cal-
culated as:

Pij=mn;; X a, (6)

where P ; is the productivity for block, n; ; is the number of detected agai palm trees
in block , « is the productivity factor (e.g., 5.0 kg per tree), as defined by Embrapa
Amazonia. The total productivity F, for the entire orthophoto is the sum of produc-

tivities across all blocks:
N,—1Ny—1

Pow = Y_ > P (7
=0 j=0
where IV, and N, represent the number of blocks in the horizontal and vertical directions,
respectively.

After processing, the results from individual blocks are merged to generate a com-
prehensive detection output, complete with annotations, total number of acai palm trees
detected, and total productivity estimated per year. The backend also employs WebSock-
ets to provide real-time updates to users, ensuring transparency and engagement during
long-running tasks. Combined with asynchronous task processing and robust error han-
dling, the backend delivers a reliable and scalable solution for acai palm tree detection
and productivity estimation.

3. Results

The results of this work are divided into two main components: the qualitative Analysis
of YOLOv8 Model in detecting acai palm trees (Section 3.1) and the functionality of the
web-based platform designed for user interaction with the model (Section 3.2). Together,
these components form a comprehensive solution for accurate detection and user-friendly
application.

3.1. Qualitative Analysis of YOLOv8 Model

The YOLOvV8 model was trained on the dataset created in Section 2.2. Training was
performed on an Ubuntu 23.10 system with an Intel 17-5930K, 32GB RAM, and an
NVIDIA RTX 3060 (12GB VRAM), using PyTorch and Ultralytics for implementation.
The GPU accelerated training, while TensorBoard tracked metrics (loss, mAP, learning
rate). Dataset images and labels followed YOLO formatting (Section 2.2) and it was eval-
uated on the test subset defined during dataset preparation. As detailed in Section- 2.3,
model performance was assessed using standard object detection metrics.



These results in Figure 6 demonstrate that the model can accurately detect and
localize acai palm trees across a range of complex scenarios. The high precision score of
0.827 indicates a low rate of false positives, while the strong recall value of 0.787 reflects
the model’s ability to identify the majority of agai trees present in the imagery. Addition-
ally, the mAP @50 score confirms the model’s effectiveness in producing bounding boxes
that closely match the ground truth.
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Figure 6. Precision-recall curve and training metrics for the YOLOv8 model.

The training process exhibited steady convergence, with decreasing loss curves
across all monitored components (Lpox, Lciasss and Lpgr), as visualized in Figure 6. To
evaluate real-world applicability, annotated images were analyzed in challenging scenar-
i0s, such as overlapping canopies and cluttered backgrounds. The model consistently
produced accurate bounding boxes and reliable confidence scores. Figure 7 showcases
examples of the model’s detections.
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Figure 7. Acai palm tree detection using the YOLOv8 model. Bounding boxes
indicate detected trees, with confidence scores displayed.

3.2. Web Platform Evaluation

The web-based platform was developed to provide an intuitive and accessible interface
for interacting with the YOLOv8 model. It enables users to upload images and visualize
detection results. Rigorous performance and scalability testing confirmed the platform’s
ability to efficiently handle multiple concurrent user requests, ensuring reliability across
varying workloads.

Figure 8 showcases the platform’s clean and user-friendly interface, which in-
cludes image upload, detection results with bounding boxes, and download options. The



design prioritizes usability, enhancing the overall user experience. By integrating the
YOLOv8 model with the web platform, a comprehensive solution for acai palm tree detec-
tion is established, enabling users to perform detection tasks efficiently without requiring
technical expertise.

le Produtividade para Cultivos de Agai ~ Sistema

Figure 8. Web Interface for Acai Palm Tree Detection. The interface includes
image upload, detection results, and download options.

4. Conclusion and future directions

This study introduced a system that combines UAV imagery with the YOLOv8n object
detection model to identify and count acai palm trees in the Amazon region. The model
achieved a mean Average Precision of 0.809 (mAP50) and 0.312 (mAP50-95), demon-
strating its effectiveness under challenging conditions such as dense canopy and occlu-
sion. A web-based platform was developed to allow non-expert users to upload images
and receive real-time feedback and detection results, making the technology more acces-
sible for use in agriculture and conservation.

While the system shows strong potential, it has several limitations. It has not yet
been tested with end users, such as farmers or environmental agents, and no comparisons
have been made with alternative models like YOLOv7 or YOLOv11. Additionally, the
dataset and source code are not yet publicly available, which limits reproducibility.

Future work will focus on conducting usability studies with local stakeholders,
benchmarking performance against other detection models, improving precision at higher
IoU thresholds, and releasing the dataset and platform code under an open license. These
steps will enhance the tool’s reliability, transparency, and impact for sustainable resource
monitoring in the Amazon.
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