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Abstract. Technologies such as Big Data and Transfer Learning have been at-
tracting the interest of industry and academia over the last 15 years. The con-
sequence of this is an almost unanimous preference for technological solutions
that use statistical models. This technology is causing a revolution in the infor-
mation extraction process. In this research, we question whether this technique
is the best solution for extracting information from documents. We compare ma-
chine learning (ML) and rule-based approaches in the task of recognizing legal
entities in the official gazette. We built an annotated dataset with 100 examples
of legal documents and submitted this model to an evaluation in IBM Watson
Knowledge Studio (WKS). We show that, in a scenario where documents fol-
low a formal structure, rules-based information extraction systems still present
themselves as low-cost, more uncomplicated, and more efficient solutions.

1. Introduction

Information Retrieval (IR) is an area of Computer Science (CS) that deals with the storage
of documents and the automatic retrieval of information associated with them. In this
process, two techniques are widely used in industry and academia. Mostly the academy
has been studying and developing Machine Learning (ML) techniques and the industry
has been applying these techniques in real cases, in contrast to the sole use of Rule-based
techniques as was the case in the 70s and mid-80s.

Generally, the task of locating and categorizing important nouns and proper nouns
in a text written in natural language uses two approaches. The first approach uses super-
vised machine learning [Mohit 2014], and the second uses regular expressions to locate
and categorize legal entities in legal text.

During our research, we observed that the official gazette texts could be classified
as semi-structured data. Some sections of the text present a regularity in the disposition
of the data, while others appear in a poorly structured way. For example, legal statements
that distribute public office are published in well-formatted (structured) sections. The
more general information in the official gazette is treated in an unstructured way. In
[Constantino et al. ], the authors present an ML approach to segmentation in an attempt



to minimize the complexity of identification and extraction in semi-structured documents.
In section 4.1 we present our approach with regular expressions.

As the official gazette is a semi-structured document, we question whether the
Regular Expression (RE) and Parsing Expression Grammar (PEG) approaches are a vi-
able alternative when compared to an ML approach in the tasks of recognizing entities
contained in the official gazette.

The purpose of this article is to present a strand of our research on the use of two
techniques for extracting information from legal documents, especially documents that
have a structured pattern.

With this, we briefly discuss some technological challenges in the area of Natural
Language Processing (NLP) in conducting the research and evaluating both approaches
quantitatively. We believe that this discussion can support public managers in a more
assertive way when presented with similar and real scenarios.

We will apply both techniques as part of the task of extracting public acts con-
tained in official gazettes. In this research, the entities extracted were tripled to an RDF 1

format and can be further submitted to SPARQL queries in a triple store, as for example
the AllegroGraph [Buil-Aranda et al. 2013]. The extraction of the acts from the gazettes
to a knowledge base is part of a wider project of KB creation for public documents in the
context of e-governance transparency and accountability.

In this paper, we only focus on the task of extracting public acts and the compar-
ison between the approaches. For more details on the whole research and development
project, the paper [Pinto et al. 2021] can be consulted.

This research is divided into the following sections: Section 1, this introduction,
presents our research motivation. Section 2, discusses the structures of legal documents
and the official gazette. Section 3, discusses Related Works. Section 4 presents the re-
search design and methods. In Section 5, we present the Results. In section 6, we make
conclusions about research and Future Works, and finally, in Section 7, references.

2. Well Formatted Document

Our objective has always been motivated by the ability of these well-formatted docu-
ments, containing formatted legal texts, to reflect a formalism that allows us to apply
techniques that map their grammar to rule-based extraction systems.

A clear example of this category of documents is the official gazettes. Generally,
these documents do not have a formal organization of sections. Each official gazette, pub-
lished daily, discloses the most diverse categories of public administration acts. However,
even though these documents seem to lack any formalism, some sections, such as those
dealing with hiring people for dear audiences, follow some legal rules of publication as
highlighted in Figure 1.

Figure 1 shows the kind of legal act available in the official gazettes. Therefore,
these characteristics (structure) motivate us to question whether ML is a viable and effi-
cient solution for such extraction tasks.

1RDF is a machine-readable data exchange format.



Figure 1. Example of a public act published in the Official Gazettes.



2.1. Syntactic structure of the law

In the context of the syntactic structure of Laws, legal norms are formally expressed in
the form of propositions and may appear in documents of the legal system in the form
of statements from which facts are verified. For example, according to [Kelsen 2009]
in page 81, the legal norm to which theft should be punished is often formulated by the
legislator in the following proposition: “Theft is punished with imprisonment;”. On the
other hand, a norm that grants the Head of State competence to conclude a treaty takes
the form: “The Head of State concludes an international treaty.”.

Basically, a Brazilian normative text follows a well-formed struct publication, a
template. This struct, which can be seen, looks like a syntactic structure. An attempt to
standardize legal instruments is provided in [Brasil 1998] and [Brasil 2001].

Thus, this normative gives rise to the structure:

1. Preliminary Part
(a) Epigraph - The title of the legal norm.
(b) Ementa - The purpose of the legal norm (object).
(c) Preamble - Institution for the practice of the act and its legal basis.

2. Normative Part
(a) Substantive provisions. Area intended for the provisions pertaining to the

measures necessary for the implementation of the rules (substantive con-
tent).

3. Final Part
(a) Implementation - Area intended for the provisions (dispositions) pertain-

ing to the actions necessary for the implementation of substantive content
legal norms.

(b) Transitory part - Area intended for the transitory provisions (when exist).
(c) Validity - The laws have a period of validity that can be determined or

undetermined. In its syntactic form, the laws that determine a period (“va-
cancy”) should use the wording [Brasil 2001]: “[...] Esta lei entra em
vigor após decorridos [the number of] dias de sua publicação oficial”.

(d) Revocations - when a law cites a “revocation”. It must expressly list the
laws or legal provisions revoked (when exist) [Brasil 2001].

For this research, what interests us is to syntactically analyze the Valid Legal State-
ments 2 (VLS) that are less complex than legal structures.

3. Related Works
We found four articles discussing information retrieval in a similar context. The three two
deal with the processing of Official Gazettes, and the last one shows a survey between
industry and academia examining the choice for each technique. We discuss them below.

[Rodrı́guez, M., Dantas Bezerra, B 2019] uses NLP techniques, based on
[Friedman et al. 2013] to recognize Named Entities in appointment ordinance on Of-
ficial Gazette. They use the resources available on the Natural Language Toolkit

2In the context of this work, a legal statement is any document that describes facts, provided by an
individual who declares this information to be a candidate to validity. Example: an invoice, a paycheck, a
normative act in the official gazette [Haeusler and Rademaker ].



(NLTK) [Loper and Bird 2002] platform for steps of the tokenization process until the
entity recognition. A limitation of this work is that the authors present a tool that recog-
nizes only the names of public agents (public employees) in appointment ordinances. In
this experiment, it was possible to observe an accuracy of 92% in the extraction of names.
Moreover, it is not reported in detail which ML algorithms are used in this article.

[Junior et al. 2018] uses data mining techniques for information retrieval in the
official gazette of the Government of Pernambuco, Brazil. This work reports the appli-
cation of the Random Tree algorithm with a hit rate of 80%. The authors agree that “if
the department wants an algorithm with better results, it is necessary to carry out a mini-
mum standardization of the Official Gazette so that the extraction is more efficient”. This
highlights the complexity in the treatment of data contained in the official gazette. In this
case, a study of other information retrieval strategies is necessary.

In [Pinto et al. 2022], uses regular expressions to retrieve information that has
been triplicated to an RDF format and can be further queried SPARQL against a triple
storage database such as AllegroGraph [Buil-Aranda et al. 2013]. Extracting acts from
gazettes to a knowledge base is part of a broader project to create a KB for public docu-
ments in the context of electronic governance auditing and compliance.

Finally, [Chiticariu et al. 2013] makes a case for the importance of the use of
rules-based extraction systems for industry. It presents a research plan with the poten-
tial to bridge the gap between academic research and industry practice.

4. Research Design and Methods
This section describes the data collection and analysis procedures used in this research
report.

We defined that both techniques would have the same scenario for the experiment.
Both would extract the information contained in the official gazettes. The choice of this
document is justified in Section 2.

In the official gazette, we decided to treat a subset of human resources information,
such as public jobs that do not require a contest for admission. Based on this scope, pattern
extractors were developed using regular expressions applied to the grammar of the acts
targeted in this research.

The first challenge was to capture official gazettes for a time period. For this
activity, and others of this project, the language Python, version 3, was used as a backend
of the production tool and generation of the RDF triples of public acts published in the
official gazettes as already mentioned in Section 1.

In order to highlight the contributions, we will restrict ourselves here to the City
of Rio de Janeiro https://doweb.rio.rj.gov.br/, Maceió https://www.
diariomunicipal.com.br/maceio/, Palmas http://diariooficial.
palmas.to.gov.br/, Recife https://dome.recife.pe.gov.br/dome/
and Florianópolis https://www.pmf.sc.gov.br/governo/index.php. The
scope was restricted to publications involving appointments and dismissals of public em-
ployees. These are similar to the one shown in Figure 1.

https://doweb.rio.rj.gov.br/
https://www.diariomunicipal.com.br/maceio/
https://www.diariomunicipal.com.br/maceio/
http://diariooficial.palmas.to.gov.br/
http://diariooficial.palmas.to.gov.br/
https://dome.recife.pe.gov.br/dome/
https://www.pmf.sc.gov.br/governo/index.php


Padrão Dispensar Servidor
Ato *Dispensar[,|\s]*
Nome (?P<nome>[A-ZÉÁÍÓÚÇÃÊÔÕÀÜ\s]+)
Matrı́cula (?P<matricula>[0-9\./-]+)
Cargo Efetivo (?P<cargoEfetivo>[A-ZÉÁÍÓÚÇÃÊÔÕÀÜa-záêéóı́çãâôú\-\s]+)
Dia (?P<dia>[0-9]+)
Mês (?P<mes>[J | j]aneiro | [F | f]evereiro | [...] | [D | d]ezembro)
Ano (?P<ano>[0-9]+)
Cargo Comissionado (?P<cargo>[A-ZÉÁÍÓÚÇÃÊÔÕÀÜa-záêéóı́çãâôú\-\s]+)
Sı́mbolo (?P<simbolo>[A-Z\-0-9\/\s]+)

Table 1. Regular expression pattern for the “Dispensar” act.

Some PDF files used in this research can be found in this repository: https://
github.com/fernandoantoniodantas/LREC2022/tree/main/PDFs/.

4.1. Rule-based Approach

With these PDF files, the second step was to build the extractor of information contained
in each official gazette. In this process, we used the Python RE library https://docs.
python.org/3/library/re.html and a PEG grammar presented in the Figure 2.

As presented in Section 1, Regular Expression (RE) is a notation for specifying
lexical patterns. Its syntactic construction is composed of atomic symbols (characters),
union, concatenation, and Kleene closure of other regular expressions. Readers unfamiliar
with the concept or terminology can refer to the book [Aho et al. 2006].

Thus, our objectives follow the formalization of text-based information. In this
case, as we saw in Figure 1, the form of information presentation follows a model that
we can define in terms of formal grammar, where the sections of the official gazette are
well-defined. Consequently, enabling the extraction of legal entities by rules.

Parsing Expression Grammar (PEG) is a formalism that describes language recog-
nizers, and it is a simpler alternative to presenting the syntactic formation rule (grammar)
of certain languages. In the Figure 2, we present an example of formal grammar (PEG)
that maps a public act of the Official Gazette.

Once the PEG is defined, we can map its formalism to a set of rules in regular
expressions responsible for extracting information from the Official Gazette. We can see
a small example of these patterns in Table 1.

4.2. Machine Learning-Based

For this task, was used Named-Entity Recognition (NER). It is a Natural Language Pro-
cessing (NLP) widely used in information extraction, consisting of identifying names of
specific entities in textual data according to predefined labels. We chose to use NER tasks
because they have excellent tool support that speeds up preprocessing and model training.

This activity started with creating a training dataset of our named entity recog-
nition model. Thus, this set is formed by small examples of legal declarations (ex-
tracted from the official gazette) annotated, indicating the words and their classifications

https://github.com/fernandoantoniodantas/LREC2022/tree/main/PDFs/
https://github.com/fernandoantoniodantas/LREC2022/tree/main/PDFs/
https://docs.python.org/3/library/re.html
https://docs.python.org/3/library/re.html


Figure 2. Official Gazette grammar PEG.

within our legal domain. Generally, these annotations are created by human annotators
or through automatic annotation tools and can be refined and reviewed by NLP experts to
ensure the quality of the training data.

In previous work [Pinto et al. 2021], we annotated some examples of legal state-
ments and submitted them to a Spacy 3 NER pipeline (like NER BERT 4) for training an
NER model 5. A small sample of this annotated dataset is shown in Figure 4. It is impor-
tant to note that this annotation process takes a lot of work, as it is necessary to indicate
the indexes of occurrence of each entity in the text.

The Figure 3 depicted an example of the model with the classification of entities
in the appointment for public office.

Figure 3. Entities classified with our trained model [Pinto et al. 2021].

So we discussed using the Watson Knowledge Studio (WKS) 6 annotation tool.

3A natural language processing library.
4A pre-training model of natural language processing.
5For practice: https://drive.google.com/drive/folders/16p8ejnFlu8WajJfWqbn3EG3fU8ahYHhV?usp=share -

link
6https://www.ibm.com/cloud/watson-knowledge-studio



By having a text markup process, the annotation process has become more efficient.

”RESOLUÇÃO “P” Nº 3668 DE 5 DE AGOSTO DE 2020 O SECRETÁRIO CHEFE DA
SECRETARIA MUNICIPAL DA CASA CIVIL, no uso das atribuições que lhe são con-
feridas pela legislação em vigor, RESOLVE Exonerar MELINA BRITO RODRIGUES DE
SOUZA, matrı́cula 11/218.309-3, Agente de Administração, com validade a partir de 13 de
maio de 2020, do Cargo em Comissão de Diretor IV, sı́mbolo DAS-06, código 027526, da
Divisão de Infraestrutura e Logı́stica, da Coordenadoria de Gestão Administrativa, da Co-
ordenadoria Geral de Atenção Primária da AP-2.1, da Subsecretaria de Promoção, Atenção
Primária e Vigilância em Saúde, da Secretaria Municipal de Saúde. RETIFICAÇÃO
D.O. RIO Nº 099 DE 29 DE JULHO DE 2020 ”,”entities”:[(0,13, ”RESOLUCAO”),
(17,21, ”NUMRESOLUCAO”),(24,27, ”DIARESOLUCAO”),(30,36, ”MESRESOLU-
CAO”),(40,44, ”ANORESOLUCAO”), (183,191, ”ACAO”),(192,223, ”SERVIDOR”),
(235,247, ”MATRICULA”), (343,353, ”CARGO”) ],

Figure 4. An annotated instance of the training set.

For this task and with the defined scope shown in Section 4, 100 examples of pub-
lications involving appointments and dismissals of public employees were selected and
submitted to a manual annotation process with IBM Watson Knowledge Studio (WKS).
This low number of samples for training is justified because the WKS uses a pre-trained
NER model.

Therefore, a set of 7 entities was defined: dia (day), mês (month), ano (year),
nome (name), portaria (act id), cargo (public job name), and ato (act). As can be seen in
the Figure 5, an example of an annotated publication on the WKS.

Figure 5. Example of annotated entities in the IBM Watson Knowledge Studio
tool.



For readers outside of Brazil, the paragraph 1 and 2 of Figure 5 have translated
into Figure 6:

Figure 6. Example of annotated entities in the IBM Watson Knowledge Studio
tool translated to English.

5. Results
In this section, we will present the results of the information extraction process based on
rules and machine learning applied to the scenario described in Section 4.

An important aspect is the definition of the scope of this research. Tradition-
ally, the industry makes its benchmarking of techniques based on these five criteria:
Data Capacity, Training Speed, Model Precision, and Inference Speed. In this research,
we adopted the Model Precision and a new task, the Development Time for both ap-
proaches.

The result of implementing the regular expressions rules was the extraction of in-
formation contained in the Official Gazette. To facilitate the process of analyzing this
data, we created a tool that, upon recognizing the patterns, generates an audit file (Fig-
ure 7) with the recovered information.

In fact, our technique using regular expressions is adding one more type than the
specified in the project, but which was not used as an analysis criterion by both techniques
in this comparison.

All the examples used in the training set of our NLP machine were recognized by
our rule-based system. The machine learning model obtained an accuracy of 0.99. The
Table 2 summarizes these results.

Approach Examples Accuracy
ML-based 100 0.99
Rule-based 100 1.00

Table 2. Result between the two techniques.

The time of preparation of the experiment was also analyzed. We only compare
the phase that precedes the execution of the extraction algorithms. Therefore, we did



Figure 7. Audit file with information extracted from official gazettes.

not evaluate the machine processing time of both approaches. Four essential steps were
observed: time to select examples, time to annotate the examples, develop rules, and
review.

We can see in the Table 3 the Machine Learning-based approach for this task is
more costly than the rule-based one. We emphasize that the preprocessing of the experi-
ments was carried out by one person.

Approach Task Time
ML-Based Selection of examples for annotation 360 min.
ML-Based Annotation process 240 min.
ML-Based Review 120 min.
Rules-Based Rules development 240 min.
Rules-Based Review 120 min.

Table 3. Preprocessing experiments time.

6. Conclusion and future works
In this research, we defined our scope in public acts available in the Official Gazettes.
Two information extraction approaches were used, one based on Machine Learning and
the other based on Rules.

Due to the characteristics of the Official Gazette, the use of regular expressions
was presented as a simple and efficient solution. We observed that the ML preparation
activities had a higher cost (time) than the preparation of rules in a regular expression.

Does this effort pay off? In our experiment, the process of extracting examples for
annotation was a time-consuming activity. Even for a team carrying out this activity, the
problem would be another issue: reliability and cost with workers.

In addition, the black-box aspect of the process inherent to statistical approaches
makes it necessary, many times, to have a new treatment of the training set or adjustments
to the model’s hyperparameters. We are leading to more costs during extraction prepara-
tion. In this project, 12 hours were consumed to prepare the training set. It took 6 hours
to prepare the extraction rules. The Table 3 presents the details of time measurement.



Based on the presented, we have to conclude that rule-based extraction techniques
can easily replace this ML practice. In scenarios where documents have a well-defined
grammar (some structure), rules-based information extraction systems still present them-
selves as a low-cost, simpler, and more efficient solutions.

One of the contributions of this project was the annotation of these 100 examples
(made by specialist). This dataset is available for use in other experimental research. Our
idea is to add new examples, types, and relationships to this base.

As a proposal for future work, we present two branches of research that we are
working on. These researches involve the formalization of public acts in official gazettes.

The first is related to this paper, where given a well-formatted document, a transla-
tor could interpret its grammar in the Portuguese language and derive its extraction rules,
automating the process of writing the patterns in regular expressions. The idea is to treat
the grammar as a computational model and propose the induction of regular grammar on
VLS in the Official Gazette.

The second is related to the legality or illegality of the acts of a public manager.
We will try to capture the propositions present in the text of the law and its correct applica-
tion in accordance with a legal act. According to [Kelsen 2009], the legal norm functions
as an interpretation scheme, and an act of human conduct, the result of a normative inter-
pretation, constitutes a legal act that can be valid or invalid.

In the legal context, our interest is in the search for legal acts that do not corre-
spond to the laws that govern them. In short, we are not analyzing the normative interpre-
tation (hermeneutics 7) but the application of the norm (validity or invalidity of acts). Oth-
erwise, in a formal semantic context, our interest in this research is the (semi)automatic
search for real examples that prove the legal invalidity. In other words, we are looking for
public acts (appointments of public agents, undue receipts, etc.) that are non-compliance
with legislation.

The main artifacts produced in this project can be found in the following reposi-
tory: https://github.com/fernandoantoniodantas/LREC2022
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H. P., Laender, A. H. F., and Gonçalves, M. A. Segmentação e classificação semântica
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