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Abstract. Governments and societies have understood the benefits of transparency and access to information since the 1950s, aiming for greater social participation and even more control over corruption. In Brazil, initiatives such as the Access to Information Act and the Digital Government Act promote transparency. However, the complex language used in sectors of the public sector, especially the judiciary, prevents the consumption of this information by part of the population. In this context, this practical report aims to present a project to facilitate access to and consumption of the preliminary opinions published by the State Court of Accounts (TCEs), through automatic simplifications using Large Language Models (LLMs), especially the GPT-4. The automatically simplified texts contain the main points of the opinion, highlighting monetary values and percentages, with their respective explanations and laws that support the result of the preliminary opinion. The MVP generated is being validated by a state court of accounts for subsequent incorporation into its transparency framework.

1. Introduction

Since the 1950s, governments and society have agreed on transparency, the "right to know," as well as the publication of data, which can bring various benefits to society [PARKS 1957]. This includes the promotion of the exercise of citizenship and social control, enabling improvements in the provision of public services, increasing the accountability of government agents, and allowing for the reduction of corruption [ANDERSEN 2009], among other social gains.

In Brazil, initiatives with this objective have been prioritized since 2011, with the country's participation in the Open Government Partnership, followed by the Access to Information Act [BRASIL 2011], and more recently with the Digital Government Act [BRASIL 2021]. These aim to regulate the availability of information from public agencies to citizens, primarily through digital means.

However, one of the reasons that prevents the full enjoyment of the benefits that public transparency can provide is the inability of the population to appropriate the data and information [BRITO 2014]. Particularly in the legal field, the language adopted for writing documents follows a formality and rigor that often makes it impossible for laypeople to understand [BELÉM 2013]. Support initiatives for the inclusion of plain language can already be found, such as in [RODRIGUES et al., 2023].
Still within the legal field, the State Courts of Accounts (SCA) play a fundamental role in society, as they are the bodies responsible for verifying the legality, legitimacy, and economy of the acts carried out by all those who manage resources from the public coffers of the states and municipalities [ATRICON 2024]. However, their decisions are predominantly written in legal jargon, making them difficult for non-technical people to understand. Therefore, the general population faces difficulties in understanding the content of the decisions published by the SCA, recognizing the value of the activities performed by them, and, most importantly, exercising the role of social control by the population.

Therefore, the Fiscal Responsibility Law (LRF) [BRASIL 2000], in its article 48, defines that plans, budgets, and budget guidelines laws; accountability and their preliminary opinions; the Summary of Budgetary Execution Report and the Fiscal Management Report; and the simplified versions of these documents must be widely disclosed. In this sense, although defined by law, the SCA have been facing difficulties in generating the simplified versions of the documents with the necessary accuracy and under budgetary constraints, due to the technical challenges and limitations faced both by the simplification area [AL-THANYNYAN 2021] and by the implementation of AI in public service [Pasco et al. 2023]. However, with the recent advances in Artificial Intelligence, especially in Natural Language Processing (NLP) and the popularization of Large Language Models (LLMs) [YANG 2023], new possibilities can be explored, such as the use of these models for document simplification.

In this context, this practical report aims to present a project to facilitate access to and reading of preliminary opinions issued by the State Court of Accounts of Pernambuco (TCE/PE) through the automatic generation of simplified and summarized versions, as well as visual simplification, of the court's decisions. To achieve this, research was conducted in the areas of Natural Language Processing (NLP) and Large Language Models (LLMs) to develop tools capable of simplifying and summarizing the texts of the decisions. These tools were subsequently incorporated into a Minimum Viable Product (MVP) and are available for testing and validation by TCE/PE, for possible future incorporation into its data transparency infrastructure.

2. Context

Innovation in the public sector has been a focus of discussions at the State Court of Auditors of Pernambuco, exploring concepts such as Blue Ocean Strategy, Lean Startup, and Design Thinking (DT) [ALT 2023]. Therefore, in 2020, a technical cooperation agreement was established between TCE/PE and the Federal Rural University of Pernambuco (UFRPE) for the design and validation of innovative services.

Some areas of focus were developed during the term of the agreement. One of them is the summarization and textual simplification of preliminary opinions issued by TCE/PE. Preliminary opinions are documents issued by Courts of Auditors after analyzing the public accounts of government agencies, municipalities, city councils, among others, indicating whether the accounts were approved, approved with reservations, or rejected, and specifying the reasons. These are typically composed of three sections: considerations ("considerandos"), recommendations and determinations, and the final evaluation, which can be included anywhere in the document. Generally, these documents have predominantly technical language, making it difficult for a large
portion of the population to understand them, as shown in Figure 1. Some studies can be found in the literature attempting to summarize the main points of these documents, such as in [LIMA 2022], but with only partial success.

![Figure 1: Part of the considerations of a preliminary opinion.](image)

In mid-2022, LLM models gained widespread popularity, particularly due to the success of the ChatGPT tool, which reached 1 million users in just 5 days\(^1\). A tool capable of generating new data from input queries (prompts) [DENG 2022] emerged as a significant interest, with the potential to enhance and improve various government services [Huang 2023]. Consequently, the prototype developed and presented at https://decisoestce.innovagovlab.org/ was revisited to incorporate this capability for textual simplification.

### 3. Actions Performed

Given that this is an innovation project, it was decided to use the classic DT model, incrementally and with direct participation from the teams at TCE/PE and UFRPE, in biweekly meetings.

From the DT process, three phases were defined: (i) Discover and Define; (ii) Develop; and (iii) Deliver. Since it is an innovation process, the evolution is non-linear. Thus, throughout the development, new discoveries were made, making the process cyclical, involving discovery, development, and validation with the TCE/PE team.

#### 3.1 Discover and Define

In the discovery stage, meetings were held to discuss the problem, possible approaches, and identify potential solutions. In the definition stage, some data acquisitions were made through the TCE/PE API for preliminary validation of certain possibilities.

---

\(^1\) [https://www.statista.com/chart/29174/time-to-one-million-users/]
3.2 Develop

The development phase encompasses most of the work. It's when the ideas and plans outlined in the discovery and definition stages, coupled with feedback from deliveries, converge into the development of tangible solutions.

- **Web application prototype**: When a prototype of a web application was developed to validate potential outputs and behaviors;

- **Academic research and validation**: The stage used for constructing the theoretical framework, verifying the state of the art, techniques, methods, models, and AI tools that could be applied in the project;

- **Evolution of MVP**: This stage followed a continuous improvement process that resulted in three versions of the MVP. Version 1 was for concept validation; version 2 included summarization of the preliminary opinion, dictionaries, and visual resources; and in version 3, simplification through GPT-4 was added.

After successive validations of the MVPs, it was possible to establish the client-server architecture for the web platform. MVP-v3 made an addition to the architecture so that not only the processing of text from preliminary opinions could be done on the application server but also the processing of text for generating a simplified version using GPT-4.

![System Architecture](image)

**Figure 2: System Architecture**

The communication between the server layer and the TCE/PE API is daily; every day, the server collects new preliminary opinions and adds them to the database. The **Summarization** component handles communication between the database and the GPT-4 API. When a user accesses a process, **Summarization** checks if a summary has been generated via GPT-4 in the database. If it doesn't exist yet, the component requests GPT-4 to simplify the preliminary opinion and saves the model's language response in the database.

3.3. Deliver

In this phase, the solutions were refined, validated with stakeholders, and the documentation was consolidated for the transfer of technology developed by the UFRPE team to TCE/PE.

4. Results

Starting from the **academic research and validation** stage, it was found that the state of the art in NLP, at the beginning of the project, did not allow for high-quality simplification of the preliminary opinion with the data the group had. In other words, translating a text
from legal vocabulary to a more accessible vocabulary for the general population was not feasible. Therefore, the decision was made to summarize the decision, as presented in [LIMA 2022], by collecting the main excerpts from the text and adding dictionaries for the most complex words defined by the TCE/PE and UFRPE group. When clicked, these dictionaries show the meaning of the word. From version 2 of the MVP, the system also included a list of indicators in the sidebar format, as shown in Figure 3. These indicators guide the decision-making of the process reporter. The green color of the card indicates compliance with the indicator, while red indicates a violation of the indicator.

Motivated by the popularization of generative AIs, a new framework was added to the system aimed at simplifying the text of the opinion using GPT-4. The prompt used for text simplification was created and refined through trial and error, with human analysis of the responses. The final prompt is presented in Figure 4 and consists of a description of what should be done, aiding points for the model to better understand the task, and the text intended for simplification.

Lines 1 and 2 describe the problem to be solved by the language model. Between lines 3 and 11, supporting points are presented. This prompt fragment is important for shaping what we will get in the GPT-4 output. For example, if we don't include what should be included, it will suppress important information (e.g., monetary values, percentages, dates, and laws - Figure 5). In it, the preliminary opinion at https://decisoestce.innovagovlab.org/processo?id=17100179-5 was simplified using only the shaping point from line 11.

Figure 6 shows the simplification of the same opinion from Figure 5 using the complete prompt from Figure 4. We can see the presentation of monetary values and percentages, which are of interest to the general population.

The determination of which information holds greater importance was consolidated through discussions between the TCE/PE and UFRPE teams. Monetary value emerged as the most crucial data point, followed by percentages, dates, and finally laws. The supporting point in line 11 aims to set a maximum character limit for the
summary. This ensures that the summary fulfills its purpose of being concise and straightforward.

5. Conclusions and Lessons Learned
The main contribution of this article is to provide a practical account of a project aimed at facilitating access to and reading of preliminary opinions published by TCE/PE through automatic text simplifications of decisions using the GPT-4 LLM. The simplified texts present content with little or no technical language, while highlighting the key points of the decision. They provide important data to the user, such as monetary values and percentages, accompanied by relevant
explanations, as well as references to laws that may guide the outcome of the preliminary opinion.

The good results obtained in simplifications are a consequence of the prompt design. Small changes in it can lead to negative and inconsistent results with what we expect or achieve even better results. Additionally, LLM models undergo constant updates, so continuous evaluation of the results obtained is necessary. The MVP is available online for testing and evaluation at https://decisoestce.innovagovlab.org/. However, we emphasize the fundamental need for decisions to undergo human review when incorporating this proposal into public systems, with the tool used as support for simplification rather than a substitute.

As a primary future work, we consider the need for a formal evaluation of the produced summaries in an experiment involving people of diverse ages and educational backgrounds. This evaluation aims to verify both the correctness of the generated summaries and their understanding by the population. We also emphasize the potential for testing new prompts. Finally, we highlight that this methodology can be adopted by other public agencies with the same goal of generating simplified documents for easy access by the population, thereby enabling the widespread realization of the benefits expected by the information access law.
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