E-BELA: Enhanced Embedding-Based Entity Linking Approach

ftalo M. Pereira
italo.pereira@ifmg.edu.br
Instituto Federal de Minas Gerais - SJE
Séo Joao Evangelista, MG, Brasil

ABSTRACT

Entity linking is the process of connecting mentions of entities in
natural language texts, such as references to people or places, to
specific entities in knowledge graphs, such as DBpedia or Wikidata.
This process is crucial in the natural language processing tasks since
it facilitates disambiguating entities in unstructured data, enhancing
understanding and semantic processing. However, entity linking
faces challenges due to the complexity and ambiguity of natural
languages, as well as the discrepancy between the form of textual
entity mentions and entity representations. Considering that entity
mentions are in natural language and entity representations in
knowledge graphs have object nodes that describe them in the same
way, in this work we propose E-BELA, an effective approach based
on literal embeddings. We aim to put close vector representations
of mentions and entities in a vector space, allowing linking of
mentions and entities by using a similarity or distance metric. The
results demonstrate that our approach outperforms previous ones,
contributing to the field of natural language processing.
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1 INTRODUCTION

The increasing volume of data published on the web has led to an
era of information overload. Persons generate more information
than they can actually process and consume [3, 5, 6, 10, 15, 25].
Additionally, natural language, one of the most important forms of
data on the web, is inherently complex and ambiguous. To address
this scenario, many efforts have been made. Among these efforts,
the creation of the Web of Data stands out, achieved through the
development of Linked Open Data (LOD) datasets. These datasets
are massive Knowledge Bases (KBs), also referred to as Knowledge
Graphs (KGs), containing millions of entities and billions of factual
relationships [16]. Moreover, a key characteristic is their machine-
readable nature [9]. Examples of such datasets include DBpedia!,
Wikidata?, YAGO3, among others.

Relating data published on the web to data in such KGs may
mitigate the complexity and inherent ambiguity of natural lan-
guage, as well as enrich these KGs. This purpose may be achieved
by aligning entity mentions obtained from the data published on

Uhttps://www.dbpedia.org/
Zhttps://www.wikidata.org/
3https://yago-knowledge.org/
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the web, such as references to people or places, and entity repre-
sentations in knowledge bases, hereinafter referred to as entities.
In addition, this alignment aid a wide variety of problems, such as
populating knowledge bases, content analysis, relation extraction,
and question-answering systems [23]. This alignment is one of the
main tasks in Natural Language Processing (NLP) [7, 9] and is de-
fined as Entity Linking (EL), also known as Named Entity Linking,
Named Entity Disambiguation, or Entity Disambiguation.

Formally, given a document D containing a set of named entity
mentions M = {my, my, ..., m‘M|} along with its context, and a KG
containing a set of named entities E = {ey, e, ..., e|E| }, the goal is
to define a function f that maps each entity mention m; € M to its
corresponding entity e; € E [23].

However, the entity mentions present in sentences are in natural
language, whereas the KG data in LOD is represented by graphs.
Specifically, these graphs adhere to the Resource Description Frame-
work (RDF?), in which information or facts are represented as in-
terconnected nodes linked by edges. The connection between two
nodes, via an edge, constitutes a triple, composed of a subject (the
first node), a predicate or property (the edge), and an object (the
second node) (subject — predicate — object). The edge denotes
the relationship between the two nodes, which can represent enti-
ties or literals (entity data). A collection of these triples constitutes
a directed and labeled graph known as an RDF graph, which also
serves as a Knowledge Graph [8, 17].

Figure 1 illustrates the Entity Linking process. The rectangle on
the left contains a snippet of text in natural language. There are two
mentions of entities (people). In this case, the mentions are Barack
Obama and Lolo Soetero. On the right, we illustrate a part of a KG
with several RDF triples. In this example, the entities are Q4115068
(Lolo Soetero) and Q76 (Barack Obama) and their properties are
represented by the Label and Description edges. The connections
between the mentions of entities and their corresponding entities in
the KG are symbolized by dashed arrows. EL employs the contexts
of the mentions, represented by the full text in the rectangle, and
the contexts of the entities in the KG, indicated by the literal nodes
linked to the entities, in its processing

Many current NLP tasks rely on vector representations of their
data. In this context, each element (term, phrase, object, node, ...)
needs to be represented by feature vectors (fi, f2, ..., fn). These
vectors usually contain binary ( f; € {True, False}), numerical
(Fi € R) or nominal (f; € S, where S is a finite set of symbols)
values [20, 21]. The task of mapping this data to vectors can be
accomplished through embedding. The main idea is to represent
the meaning of a piece of natural language (such as text, images,
or audio) using dense, low-dimensional vectors with real-valued

“https://www.w3.0rg/RDF/
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Figure 1: Illustration of Entity Linking. The rectangle on the
left contains a snippet of text in natural language (mention
context) and highlights two entity mentions in rounded rect-
angles. The cylinder on the right represents a portion of a KG.
The dashed arrows represent the linkages from the mentions
to the entities in the KG.

components. These vectors are also referred to as latent represen-
tations [23].

Furthermore, these vectors are designed to capture semantic
similarity. In the context of words, this means that similar words
should be close to each other in the vector space [27]. Additionally,
distributed representations of words in dense vectors help learning
algorithms achieve better results in NLP tasks, due, for example, to
the proximity of similar words, considering the distance between
them in the vector space [14].

In addition to the challenge of obtaining vector representations
of mentions and entities, EL must address the complexity and am-
biguity of natural language, since entity mentions may be written
in many ways. For instance, a name can be written in full, partial,
abbreviated, or even nickname forms (such as the abbreviation “LA”
and the nickname “City of Angels” for the city of “Los Angeles”).
Moreover, mentions can ambiguously refer to multiple entities.
For instance, the mention “Washington” could refer to the Amer-
ican state of “Washington”, the capital city of the United States,
“Washington DC”, the actor “Denzel Washington”, or even the first
U.S. president, “George Washington” (7, 9, 12, 23, 27].

For the reasons mentioned above, we propose in this work a
simple and effective approach for EL, called E-BELA, an acronym for
“Enhanced Embedding-Based Entity Linking Approach”. E-BELA
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integrates entity mentions from a text with the entities present in
the KG. We use embedding representations to put mention and its
entity close in a common vector space, considering their semantic
context. Our hypothesis is that this approach will allow for more
precise and coherent linking between mentions and entities by
calculating a similarity or distance metric. In simplified terms, based
on the calculated similarity or distance between the representation
of a mention and the representations of entities, it will be capable
of linking the mention to the closest entity, whether considering
similarity or distance metrics. It is essential to emphasize that the
context surrounding the mention must be taken into account.

Considering that entity mentions are in the form of natural lan-
guage and the entities present in the KG have object nodes that
describe them in the same way, our hypothesis is that obtaining
representations of these entities based on their literals can guaran-
tee that their vector representations are in the same vector space
of the mentions, and, we hope, are also close in that space.

Based on the context, problem, and objectives presented, the
following research questions have been raised:

® Question 1: Does adopting embeddings of entities from a
KG in a vector space, based on the embeddings of their lit-
erals, provide advantages in terms of effectiveness for the
EL task compared with other approaches documented in the
literature?

® Question 2: Will the vector representations of KG literals
and KG entities retain the semantic contexts of their corre-
sponding literals?

e Question 3: Does the number of properties and, consequently,
literals associated with KG entities impacts EL accuracy?

Thus, our main contributions include: the proposal of an EL
approach that in an experimental study outperforms existing ap-
proaches; the representation of DBpedia through embeddings, ap-
plicable to tasks that include semantic similarity, such as clustering,
textual similarity, semantic search, even allows recovering entities
semantically similar to a mention in this KG.

The rest of this paper is organized as follows. Section 2 describes
related work. Section 3 describes our approach. Section 4 describes
the experimental evaluation and discusses its results. And Section 5
presents the conclusion and future work.

2 RELATED WORK

EL is an essential task in Natural Language Processing, widely used
in several downstream applications, such as question-answering
systems, relation extraction, knowledge base population, content
analysis, and so on [23]. Therefore, over time, this challenge has
attracted a wide variety of solutions [12].

Initially, many works in this field were based on traditional
machine learning techniques, relying on local context compatibil-
ity, global coherence, manually designed features (such as entity
popularity), and rule-based methods [24]. However, the rapid de-
velopment of deep learning techniques has led to new approaches
that outperform the results of previous ones [12]. In general, the EL
process involves two subtasks: (1) candidate entity generation, and
(2) entity disambiguation. Different solutions have been employed
to address these subtasks.
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The following works share the common characteristic of jointly
performing entity and relation linking. Additionally, they obtain
the candidate entities using indices generated by ElasticSearch®,
with data from various sources, including Wikidata and DBpedia.
In [11], a method called JLEAR is proposed. JLEAR aims to explore
both independent and joint features of the candidates for disam-
biguation. Independent features include Entity Popularity, Literal
Similarity (Levenshtein distance), and Semantic Similarity. Joint
features leverage the correlation between candidate entities and
relations. In [22], the authors propose Falcon 2.0, which employs a
disambiguation method based on two modules: the first one called
“Matching and Classification”, and the second called “Relevant Rule
Selection”. “Matching and Classification” module combines entities
and relations from the candidate list into RDF triples and verifies
their existence in the knowledge graph (KG). Relations and entities
related to existing triples receive higher scores. The “Relevant Rule
Selection” module interacts with the previous module, suggesting
score adjustments for some candidates based on a pre-built rule
catalog. Finally, Dubey et al. [7] propose a framework called EARL.
In EARL, disambiguation relies on two strategies: Generalized Trav-
elling Salesman Problem (GTSP) and Connection Density. GTSP
evaluates the shortest path between combinations of entities and
relations in the candidate lists, while Connection Density is based
on features such as the number of connections and hops in the
knowledge graph.

Other works employ a variety of strategies. In [2], the authors
propose modeling the EL task using reinforcement learning. They
introduce high-level and low-level procedures and policies for men-
tion detection and disambiguation. In [12], an approach called KGEL
(Knowledge Graph-based Entity Linking) is proposed to enrich the
EL process by incorporating structural information from the knowl-
edge graph. KGEL utilizes both local and global features to evaluate
the mapping between mentions and entities. In [28], the authors
propose entity disambiguation using a model based on BERT [4].
This model is similar to the BERT Masked Language Model but is
trained to predict masked entities. Finally, in [27], a method based
on embeddings is proposed. It jointly embeds words and entities
into the same vector space using three Skip-gram models[13, 14].
Its disambiguation relies on two contexts: textual context similarity
that is based on the similarity between entity and word vectors,
and coherence that is based on a target entity and other related
entities. That method utilizes candidate lists created in [18].

Among the mentioned works, a variety of resources are em-
ployed for the EL task. Highlights include: use of local and global
features [7, 9, 12, 27, 28]; embeddings [2, 12, 27, 28]; algorithms
based on Neural Networks and Reinforcement Learning [2, 7, 9].

In E-BELA, we obtain the embeddings of literals by transfer
learning, a simplified process that eliminates the need for additional
training or fine tuning. This approach allows E-BELA to obtain the
list of candidate entities to be linked to a mention directly from
the KG. Many works depend on external data. Furthermore, disam-
biguation is performed using the contexts of mentions and entities.
This enables E-BELA to achieve effective results when dealing with
the dynamic contexts of KGs, demonstrating the model’s robustness

Shttps://www.elastic.co/products/elasticsearch
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Figure 2: Overview of E-BELA. The top lane illustrates the
process of embedding the KG entities. The bottom lane illus-
trates the entity linking process, from generating candidate
entities to subsequent ambiguity resolution.

in adapting to different scenarios without the need for complex
training interventions.

3 E-BELA

3.1 Overview

Our proposed approach, E-BELA, aims to put representations of
mentions and their corresponding entities close together in a vector
space, enabling to perform EL by applying a similarity metric. All
artifacts comprising E-BELA are available for download at the
following address: https://github.com/italompereira/E-BELA.

Figure 2 provides a general overview of E-BELA. In the upper
lane, the embedding process takes place, which includes the se-
lection and preprocessing of a KG data, followed by the actual
embedding process that obtains the entity vector representation.
Next, E-BELA stores these vector representation into a vector data-
base. The lower lane illustrates the entity linking process. E-BELA
obtains candidate entities for mentions, as well as their vector
representation. And, finally, It uses the context information to dis-
ambiguate and provide the corresponding entities to the mentions.
It is worth highlighting that it is not part of the scope of our work to
identify mentions in a natural language text; tools such as spaCy®
or NLTK” can be used for this task.

3.2 Embedding Process

This section discusses the process of embedding, from data selection
and preprocessing to the acquisition of vector representations for
entities.

®https://spacy.io/
"https://www.nltk.org/
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Since entity mentions in texts are in natural language and the
entities in KGs have object nodes that describe them also in natural
language, as said before, it is possible to obtain their representations
based on their literals and thus ensure that their vector represen-
tations are in the same vector space. Additionally, we hope that
semantically similar mentions and entities would have close vector
representations.

3.2.1 Data Selection and Preprocessing. The KG datasets, such as
DBpedia and Wikidata, are available for download through specific
web pages. In this work, we used the DBpedia data containing
ontology information, and links to other datasets, beyond to the
data. We collected files from “https://downloads.dbpedia.org/2016-
10/” that contain literal data describing the entities, as well as those
containing the necessary references for disambiguating the entities.

We structure those files into an extensive three-column Apache
Spark® DataFrame: (subject) (predicate) (object). Apache Spark
was chosen for its ability to handle large volumes of data and its
efficiency in performing queries, similar to a relational database
management systems.

3.2.2  Embedding Process. In this subsection, we discuss the process
of obtaining vector representations for literals and entities by E-
BELA.

These vector representations can be obtained by training a lan-
guage model or by transferring learning from pre-trained models.
In this work, we choose transfer learning from pre-trained models.
Those models are trained on large data corpora, ensuring higher
accuracy, and making possible to reduce the computational cost
and time.

We straightly obtain the vector representation for the entity
mentions by using those models, and, for the KG entities, we ap-
ply a two-step process: In the first step, E-BELA obtains vector
representations for the literal nodes. In the second step, it obtains
a vector representation for each entity by aggregating the vector
representations from its literals.

Literal Embeddings. For the first step, we evaluated the USE [1]°
and all-mpnet-base-v2'° models. The latter is one of the original
models from SBERT [19] for sentence encoding. Both USE and
SBERT encode text into low-dimensional vectors, which can be
utilized for tasks such as text classification, semantic similarity,
clustering, and other natural language processing tasks.

We chose these models because they are considered state-of-the-
art in encoding sentences into embedding vectors, according to the
results presented [1] and [19]. Furthermore, they specifically aim
to transfer learning to other NLP tasks.

The strategy for obtaining embeddings involves providing lit-
erals as input to the model, which processes them and generates
representative multidimensional vectors. Equation 1 expresses this
operation, where embedding is the function that takes a literal /;
(e.g., a word or sentence) as input and returns its vector representa-
tionii as output. These vectors encapsulate the semantics contained
within the literals.

8https://spark.apache.org/
“https://tfhub.dev/google/universal-sentence-encoder/4
Ohttps://huggingface.co/sentence-transformers/all-mpnet-base-v2
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7,- = embedding(l;) (1)

To conduct the experiments in this work, we sort the data previ-
ously assigned to the Spark DataFrame (see Subsection 3.2.1) by the
subject attribute. This sorting allows us iterate on the data frame
entity by entity. Next, E-BELA selects the literals in English lan-
guage. DBpedia identifies such literals by using the ‘@en’ language
tag , such as “story and dialogues”@en, for instance. Additionally,
E-BELA preprocesses the literals by removing characters belonging
to {(.),)) .., 5 <> 0L @,%, % &}

According to the USE documentation, there is no limitation on
the input size. However, as longer as the input text more “diluted”
is its embedding. The SBERT model, specifically all-mpnet-base-v2,
restricts input size to 384 characters. The USE model produces real-
valued vectors with 512 dimensions, whereas the all-mpnet-base-v2
model generates real-valued vectors with 768 dimensions. These
vectors are primarily useful for semantic search tasks and semantic
textual similarity.

Entity Embeddings. Aiming to get an entity vector representation
close to its corresponding mention, we chose to obtain it from vector
representations from its literals, instead of using a graph-specific
embedding technique such as RDF2Vec[20], for instance. E-BELA
obtains the entity vector representation by averaging its literal
associated vectors. We also evaluated other strategies for obtaining
the entity vector representation, including vector summation and
weighting based on literal frequencies in the KG. But, averaging
yielded the best results. Equation 2 expresses this operation for
obtaining the vector representation of the j-th entity e;, where L,
represents the set of literal vectors associated with that entity, and

Ti is the i-th vector of a literal in that set.

[Le ;|
1 L
g = I, VI € Le, (2)

Figure 3 shows a simplified illustration of our proposed approach.
In this figure, entities Q76 and Q4115068 from Wikidata repre-
sent “Barack Obama” and his stepfather “Lolo Soetoro”, respectively,
along with their literals. Initially, literal vector representations for
“Barack Obama”, “44th president of the United States of America”,
“Stepfather of Barack Obama” are obtained using Equation 1. In the
figure, these representations appear as inner circles within orange
background. After obtaining the vector representations of the lit-
erals, E-BELA obtains the entity vectors by using Equation 2. In
Figure 3, the vector representation of entity Q76 is calculated based
on the average of the vectors of its literals. The vectors involved
in this calculation are highlighted by green arrows whose labels
are eQ76. The vector for entity Q4115068 is also obtained based
on the average of its vectors, in this case, only the literal vector of
“Stepfather of Barack Obama”.

Considering the amount of vector generated using a dataset
such as DBpedia, which implies in a vast search space during the
entity linking process, we adopted PostgreSQL 14.12 and along with
the pgvector!! plugin as our vector database management system.
This plugin enables PostgreSQL to perform exact and approximate

Uhttps://github.com/pgvector/pgvector
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Figure 3: The figure illustrates the acquisition of vector rep-
resentations for entities. In this example, entities Q76 and
Q4115068 are displayed, along with their literals. The ob-
tained vectors are represented by rectangles containing mul-
tiple circles.
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searches (indexing the data) for nearest neighbors, using metrics
such as L2 distance (Euclidean), inner product, cosine distance,
L1 distance (Manhattan), Hamming distance, and Jaccard distance.
PostgreSQL efficiently indexes and retrieves close vectors using a
distance function.

3.3 Entity Linking

Generally, the EL process is carried out in two steps: (i) obtaining
the candidate list and (ii) performing the disambiguation process.
Since the vector representations of the entities and their literals are
arranged in a vector space, these tasks can be accomplished using
similarity or distance metrics.

3.3.1 Candidate Generation. We gather the candidate list for a
mention comparing mention vector with entity vectors, by using
cosine similarity. We also compare a mention vector with the literal
vector to compose the candidate list, i.e., the candidate list contains
the n most similar vectors, among entity and literal vectors, com-
pared with the mention vector. Formally, Equation 3 obtains such a
list.

candidatesy,, = sort(sim(embedding(m;),EUL))[:n], (3)

where the function embedding(m;) returns the mention vector of
the mention m;, the function sim returns the similarity values be-
tween the mention vector and all entity and literal vectors, E is the
set of entity vectors, L is the set of literal vectors, sort orders the
similarity results, and [: n] obtains the top n sorted results.

We chose the cosine similarity function based on: (i) usually en-
tities from a KG have properties, as name and label, whose vectors
are close to the corresponding mention vector. For instance, the
vector mention of “Japan” tends to be more similar with entities
whose properties name or label contain the term “Japan”. (ii) the
cosine similarity function allows us retrieval distant candidates con-
sidering Euclidean distance but the angles to the mention vector
are small. The usefulness of this method is related to the fact that
the embeddings carry relevant semantic information, and some
models position these distant entities with a small angle.

WebMedia’2024, Juiz de Fora, Brazil

To illustrate, consider the following sentence: “Japan scored two
goals against China”. In this sentence, the mentions “Japan” and
“China” individually describe Asian countries. However, within the
context of the sentence, their meaning is related to soccer teams.
Cosine similarity enables to retrieve soccer teams as candidate
entities even when they are more distant, considering Euclidean
distance.

Equation 4 calculates the cosine similarity,

Ve " Um

1Gell1m I

(4)

SiMcos (ae, Z_;m) =

where U, represents the vector of an entity and 4y, represents the
vector of a mention, - (dot) represents the scalar product between
the vectors, and ||5]| represents the Euclidean norm of a vector.

3.3.2  Disambiguation. To perform disambiguation, it is necessary
to consider the context of the mentions. In the previous example,
“Japan scored two goals against China”, “Japan” and “China” are the
mentions, and the whole sentence constitutes the context. Although
the mentions seem to refer to Asian countries, the semantic context
reveals that they correspond, in fact, to soccer teams representing
those countries.

As seen, performing the disambiguation of a mention using its
representation in isolation is not a good alternative, since entities
representing their Asian countries would be considered more simi-
lar. Thus, we must use the vector representation of their context.
But, in such a sentence, we have two mentions and we must gen-
erate different candidate lists for both mentions. If we use only
a vector representation of the context, entities representing the
soccer teams of these countries could be retrieved as well as soccer
teams of other countries. Alternatively, we could retain the mention
target and remove other mentions from the sentence, but removing
a mention within this sentence implies in a context less informative.

Thus, we choose to combine the mention vector of a mention
target with a context vector based on the whole sentence. We aver-
age such vectors for combining them, similar to how we obtain the
entity vectors.

Furthermore, in the disambiguation process, we use Euclidean
distance as distance function, instead of the cosine similarity func-
tion. Mean vectors represent central points among vectors involved
in the operation. Thus, applying Euclidean distance seems more
promising than using the cosine similarity function. Nonetheless,
we evaluated both functions.

In this scenario, the closest entity, considering the Euclidean dis-
tance, is the entity to be linked to the mention. Equation 5 performs
the Euclidean distance,

where n is the number of dimensions of the vectors 9 and i is the
index of each dimension.
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Table 1: The DBpedia files used in this work

Files

infobox_properties_en.ttl.bz2
instance_types_en.ttl.bz2
labels_en.ttl.bz2
long_abstracts_en.ttl.bz2
mappingbased_literals_en.ttl.bz2
mappingbased_objects_en.ttl.bz2
persondata_en.ttl.bz2
disambiguations_en.ttl.bz2
infobox_property_definitions_en.ttl.bz2
specific_mappingbased_properties_en.ttl.bz2

4 EVALUATION
4.1 Experimental Setup
Datasets

For evaluating our proposal, we use DBpedia (version 2016-10)'2,
a robust knowledge graph composed of millions of RDF triples.
Specifically, we focus on files containing literal data that describes
entities, including the disambiguations_en.ttl.bz2 file, which dis-
ambiguates different Uniform Resource Identifiers (URIs) about
the same entities. Table 1 details the files (downloaded from https:
//downloads.dbpedia.org/2016-10/core/) used in our experiments.
Those files contain 119, 157, 509 RDF triples, about 35, 318, 483 enti-
ties and 27, 370, 487 literals.

We evaluated E-BELA using the LC-QuAD dataset [26]. The LC-
QuAD is a dataset of complex questions available for evaluating
Question Answering Systems over KGs. It contains 5,000 questions
and their respective SPARQL queries over the DBpedia dataset. In
[7], the authors adapted LC-QuAD as a benchmark dataset for entity
and relation linking. Each question contains the mapping between
mentions and URIs of entities and relations from the KG, along with
the corresponding part of the text in the question. According to the
authors, the annotation process was carried out semi-automatically
and then manually reviewed. The annotated dataset is publicly
available at https://figshare.com/articles/dataset/Full_Annotated.
_LC_QuAD_dataset/5782197.

LC-QuAD has 6,612 links between mentions and entities, with
3,963 unique entities. We did not find 64 entities in the KG, reducing
the number to 3,899 unique entities. We randomly selected 370 of the
aforementioned links as a sample of the population for evaluating
E-BELA. Adopting a confidence level of 95% , the estimated margin
of error for this sample is 5%.

Evaluation Metric

To quantify the efficiency of E-BELA, we employed accuracy as
the performance metric, aligning with methodological guidelines
from previous studies. Accuracy is defined as the ratio between the
total number of correctly identified entities and the total number of
entities. In general, it represents the proportion of correct predic-
tions (both true positives and true negatives) relative to the total
evaluated observations, as expressed by Equation 6.

2https://downloads.dbpedia.org/2016-10/
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Number of Correct Predictions

(6)

Accuracy =
Y Total Predictions

Baselines

We selected recognized state-of-the-art works as baselines for the EL
task: EARL[7], Falcon 2.0[22], and JLEAR[11]. A common feature
of these works is performing EL alongside relation linking, an
approach we intend to explore in the future.

In these works, EL involves processing a list of candidates fol-
lowed by disambiguation. Notably, none of them directly performed
semantic entity candidate search in the KG. However, E-BELA does
perform this search. For this purpose, they used ElasticSearch to cre-
ate an index of mention-URI pairs with data from external sources
and other KGs.

EARL and JLEAR evaluated EL performance using accuracy on
the LC-QuAD evaluation set. Falcon 2.0 adopted precision, recall,
and f-score as evaluation metrics. The evaluation was conducted on
the LC-QuAD 2.0 test set. However, the authors did not describe
how mention-entity alignment was performed, as this set is not
annotated for the EL task. Their performance, based on LC-QuAD
accuracy, was obtained from the results reported in [11].

In [11], the authors used entity disambiguation information from
DBpedia. This information is available through a file containing
mappings of disambiguated URIs. Such ambiguity exists in the KG
and can impact model results. Consider the following RDF triples
as an example:

dbr:David_Bowen, disambiguates, dbr:David_Bowen_(cricketer),
dbr:David_Bowen, disambiguates, dbr:David_Bowens

The URIs dbr:David_Bowen, dbr:David_Bowen_(cricketer) e dbr:
David_Bowens ambiguously represent the same entity.

Computational Environment

We conducted the experimental evaluation of this work on a Dell
Alienware R15 computer, with Windows 11 Home Edition operat-
ing system, equipped with an Intel 19-13900K processor, an NVIDIA
GeForce RTX 4070Ti graphics card, and 32GB of RAM. For pro-
gramming, we used Python 3.7.16 as the programming language.
The libraries we used include Apache Spark 3.3.4 with Hadoop 3,
TensorFlow 2.10.1, Torch 1.10.1+cul13, and Numpy 1.21.6. Spark
depends on the availability of the installed Java Virtual Machine,
in this case, JVM 17.0.9 was available. As the Database Manage-
ment System, we utilized PostgreSQL 14.12 along with the pgvector
plugin.

4.2 Results and Discussion

In this study, we conducted experiments structured around the es-
tablished research questions, as outlined in Section 1. The method
employed aimed to obtain empirical data to systematically address
these inquiries. We designed each experiment specifically to test
the related hypotheses and collect relevant information, ensuring
the validity and reliability of the obtained results.
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Table 2: E-BELA compared with baselines

Approach Accuracy
EARL 0.65
Falcon 0.74
JLEAR 0.83
E-BELA (USE) without disambiguation 0.68
E-BELA (USE) with disambiguation 0.74
E-BELA (SBERT) without disambiguation 0.78
E-BELA (SBERT) with disambiguation 0.84

4.2.1 Experiment 1: Question 1: Does adopting embeddings of
entities from a KG in a vector space, based on the embeddings of
their literals, provide advantages in terms of effectiveness for the EL
task compared with other approaches documented in the literature?

We assessed the effectiveness of E-BELA by conducting a com-
parative analysis with previously established baselines. We used
accuracy as the performance metric to quantify the efficiency of
E-BELA. Table 2 shows the results.

Although we cannot make a direct comparison due to differ-
ences in the sample space used in this work and the baselines, the
data shown in Table 2 highlight the validity of the proposed ap-
proach, considering the higher accuracy achieved by E-BELA. It
is worth noting that the transfer learning model whose accuracy
outperformed the others was the all-mpnet-base-v2, associated with
SBERT. We theorize that the performance of the USE model may
have been compromised during the embedding process because
we did not limit the size of the input sentences. Despite the lower
accuracy achieved by the USE model, its result is comparable to
that obtained in Falcon[22]. Furthermore, the results of E-BELA,
using both models, are substantially superior to those presented in
EARL[7].

It is also important to emphasize that unlike the JLEAR approach,
proposed in [11], no training process or fine-tuning of the model
was adopted. However, we have the hypothesis that the process of
fine-tuning the models can improve the results obtained by E-BELA,
we intend to evaluate this hypothesis in future work.

Thus, as in [11], we utilized the disambiguation information pro-
vided by DBpedia. This information allows us validating whether a
prediction made by the model, initially incorrect, is an ambiguous
reference.

However, due to the volume of data or the constant updates
in DBpedia, this file cannot resolve all the ambiguous references
present. For instance, our model linked the mention “Us congress”
to the entity “http://dbpedia.org/resource/Us_congress”, but the
correct entity labeled by LC-QuAD is “http://dbpedia.org/resource/
United_States_Congress”. Upon manual verification, we note that
both URIs refer to the same entity, and the disambiguation file does
not contain information about this ambiguity. This suggests that
the accuracy of the model may be even higher than reported in
Table 2.

Furthermore, it is worth mentioning that due to the nature of
the approach proposed by E-BELA, we can search for candidate
entities directly in DBpedia, unlike the baselines, which use a list
of mention-URI pairs constructed externally. The baselines depend
on data external to KG.
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Table 3: The E-BELA performance in different scenarios

Approach Accuracy
E-BELA (USE) (literals only) 0.742
E-BELA (USE) (entities only)  0.711
E-BELA (USE) (both) 0.745
E-BELA (SBERT) (literals only)  0.836
E-BELA (SBERT) (entities only) 0.829
E-BELA (SBERT) (both) 0.840

4.2.2  Experiment 2: Question 2: Will the vector representations
of KG literals and KG entities retain the semantic contexts of their
corresponding literals?

To investigate this question, we conducted experiments to com-
pare the accuracy of E-BELA on the EL task in different scenarios.
Since we obtain vector representations of entities from their literals
and store both entity and literal representations, we can evaluate
the performance of E-BELA using vector representations in exclu-
sive or integrated way. The analyzed scenarios include: (i) using
only literal vectors; (ii) using only entity vectors; and (iii) using
both literal and entity vectors. This experiment aims to clarify how
representative the aggregation approach used by E-BELA is com-
pared with isolated literal representations and using both literal and
entity representations. Table 3 shows the results of the experiments
conducted, considering the different proposed scenarios.

Importantly, we can obtain candidate entities for mentions from
literal representations because each vector representation of a literal
is associated with the literal itself and the corresponding KG entity.
This allows us to retrieve lists of candidate entities directly from
literal representations.

Table 3 shows that entity vectors, when used in isolation, are
capable of maintaining much of the context obtained from their
literals, despite the slightly inferior result. It is worth noting that the
best result was obtained through the use of both vector representa-
tions, including literals and entities. Considering the USE model,
the percentage difference between the best result and the isolated
representation of entities was approximately 4.55%. Considering
the model used by SBERT, the difference was approximately 1.31%.

These results demonstrate that vector representations, both of
literals and KG entities, are capable of retaining the semantic context
of the literals. Furthermore, the use of both representations allowed
the model to achieve a better result.

4.2.3 Experiment 3: Question 3: Does the number of properties
and, consequently, literals associated with KG entities impacts EL
accuracy?

To explore this question, we collected quantitative data related
to the literal values associated with KG entities. We conducted the
analysis from three perspectives: First, we considered descriptive
metrics (see Table 4). Second, we examine the performance vari-
ation of E-BELA based on the number of literals per entity (see
Table 5). Lastly, we analyzed the relationship between the number
of literals in correct and predicted entities within the set of incorrect
predictions (see Figure 4).

Table 4 summarizes the statistical metrics of the literals of the
entities in the KG, present in the LC-QuAD set. The metrics include
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Table 4: Descriptive Statistics of Literals per Entity in the KG.

Set Entities Mean Std Dev
Population 3899 4.691 3.348
Sample 358 4782 2464
Errors 59 4500 2.760

Table 5: Analysis of EL Performance Based on the Number
of Literals per Entity

Number of Number of

Literals Entities %
1 3 0.666
2 59 0.813
3 107 0.850
4 30 0.700
5 24 0.791
6 25 0.840
7+ 122 0.893

the total number of entities, the average, and the standard deviation
of the number of literals per entity.

The data presented in Table 4 reveal that the distribution of
the literals associated with the entities shows a limited variation,
fluctuating between 4.50 and 4.78 literals per entity. We observed the
largest deviation in the total population. Moreover, the deviation in
the set of incorrect predictions slightly exceeded that in the sample
set.

Table 5 presents the variation in E-BELA’s EL performance based
on the number of literals per entity. Each row contains: the number
of literals under analysis in the first column; the number of entities
containing exactly that quantity in the second column; and the
percentage of correct predictions in the third column. The last row
considers entities that have 7 or more literals.

The data in Table 5 does not allow us to infer a direct relation-
ship between the number of literals per entity and the percentage
of correct predictions. We notice that entities with three literals
have a slightly higher percentage of correct predictions than those
with only two literals. However, this value decreases for entities
containing four or five literals. The accuracy rate increases again
for entities with six or more literals, but the numbers remain statis-
tically insignificant.

Figure 4 presents a matrix, analogous to a confusion matrix,
which instead of displaying classes, shows the actual and predicted
quantities of literals per entity in the set of incorrect predictions
made during the experiments.

Based on the data presented in this matrix, we can observe a
significantly higher number of incorrectly predicted entities in
the upper left corner, corresponding to those with fewer available
literals. However, the number of entities with a smaller number of
associated literals (2 and 3 literals) is significantly larger, and the
number of errors is proportional.

After analyzing the data from Tables 4 and 5, as well as Figure
4, we noticed that although entities with 7 or more literals exhibit
a slightly higher accuracy, we cannot definitively assert that the
number of literals significantly impacts the effectiveness of EL.
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Figure 4: This figure illustrates a matrix showing the rela-
tionship between the number of literals in the correct and
predicted entities in the set of incorrect predictions.

5 CONCLUSIONS AND FUTURE WORK

In this work, we introduce E-BELA (Enhanced Embedding-Based
Entity Linking Approach), a straightforward and effective approach
for EL. E-BELA obtains entity embeddings from a KG using its
literal data presented in the form of natural language, the same
form used in texts and entity mentions, and stores them in a vector
database management system. These embeddings aim to position
mentions and entities close in the vector space, enabling their link-
age through some similarity metric. The EL process occurs through
the search for a list of candidate entities, from the embedding of a
mention, followed by disambiguation. For disambiguation, context
information from the mention and candidate entities is used. Our
results demonstrate that this methodology outperforms previous
approaches, making a significant contribution to the field of NLP.

In future work, we intend to perform the task of Relation Linking
in an integrated manner through the embeddings of the entities
and relations of the KG. Additionally, we plan to evaluate the EL
task performance after a fine-tuning the all-mpnet-base-v2 model
with mention and entity contexts. We also intend to apply E-BELA
to other problems that involve EL in their pipeline. Furthermore,
we aim to enhace the evaluation process by using a sample with a
balanced quantity of literal data.
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