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including the search field and filters by category, and (B) the main panel - thumbnails representing each paper.

ABSTRACT
Maintaining the user’s attentional focus has become a recurring
concern in recent years. This is due to the consolidation of remote
and hybrid models for study and work, which were widely experi-
enced during the social distancing caused by COVID-19. This paper
presents a review of works that address this problem by analyz-
ing webcam data, a promising device for behavioral studies. The
literature review from 2013 to 2023 was carried out using a hybrid
search strategy, through which we selected and analyzed 57 papers.
The summary of this study is presented in an interactive visual
survey format called the AttentionVis Browser tool. As additional
contributions, we provide a list of lessons learned, a list of work
limitations, and possibilities for future research.
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1 INTRODUCTION
The advancement of information and communication technologies
(ICT) has significantly impacted our daily lives. According to the
Internet Steering Committee in Brazil [10], with the advent of the
COVID-19 pandemic and given the barriers imposed by social iso-
lation to contain the spread of the virus, the demands for such
resources proved to be fundamental for the continuity of work,
education, and social interactions. In this context, remote and hy-
brid models stand out, from temporary solutions to consolidated
practices in the post-pandemic scenario.

Recent surveys on the work environment show a growing adop-
tion of remote work, with significantly higher numbers than be-
fore the pandemic [40]. Although services provided on company
premises still predominate (66.5%), hybrid and remote models al-
ready represent 33.5% of activities [2]. Barrero et al. [7] suggest this
is a trend, with the prediction that at least one working day per
week will be conducted remotely in the coming years. Likewise,
educational institutions are also adapting to new circumstances.
The growing acceptance of distance learning (DL) is evidenced
by the 166.4% increase in course enrollments in these modalities
between 2015 and 2021, according to the Higher Education Map in
Brazil [19]. On the other hand, enrollment in face-to-face courses
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decreased by 20.6%, indicating a significant change in the Brazilian
educational landscape with an increasing focus on DL.

However, these models accompany a recurring challenge that
negatively impacts both school [12, 57] and work performance [6]:
maintaining attentional focus. Nakayama et al. [37] and Wang et
al. [57] point out digital distractions - such as messages, notifica-
tions, and social networks, among others - along with the multi-
tasking environment, as the main factors that harm our ability to
maintain focus on essential tasks. This occurs because our brain
cannot process many perceptual stimuli simultaneously, depending
on the complex cognitive process of “attention” to select relevant
information and discard irrelevant information [34, 52].

With the growing demand for remote and hybrid activities,
seeking effective strategies to mitigate distractions and promote
greater concentration becomes increasingly important. One ap-
proach adopted is attentional analysis based on eye tracking data
because, according to Posner [42], there is a direct relationship be-
tween eye movement and changes in attention. Thus, this research
aims to synthesize and organize existing knowledge about
attentional analysis conducted based on data obtained via
webcam - a low-cost eye movement capture device, with possibili-
ties for large-scale study [9]. To do this, we carried out a literature
review from 2013 to 2023, using a hybrid search strategy, through
which we selected 57 papers. These papers were analyzed and cate-
gorized, offering a comprehensive overview of application domains,
data, and techniques, identifying research gaps, and pointing out
possible future directions. The main contributions of this work are:

• Presentation of the state of the art related to the topic, iden-
tifying features that enable attentional analysis;

• Development and availability of the tool “AttentionVis Browser”
that presents this study’s results in a visual and interactive
format, as demonstrated in Figure 1.

• Presentation of identified lessons learned, allowing researchers
to identify promising areas, avoid errors, and contribute to
the development of this field;

• Presentation of a set of limitations of current solutions;
• Identification of research opportunities on attentional analy-
sis.

The following sections present the methodological process, an-
alyze the results, and discuss lessons learned, limitations, and re-
search opportunities.

2 METHODOLOGY
For the literature review, we adopted a hybrid search strategy based
on Mourão et al. [36] guidelines to ensure greater efficiency in re-
trieving relevant studies, as corroborated by Wohlin et al. [60]. The
process involves preparing a search string based on the proposed
research questions, conducting a database search for studies in a
single digital library, applying inclusion and exclusion criteria, and
then using the selected studies as a seed set for applying the Back-
ward Snowballing (BS) and Forward Snowballing (FS) techniques.

The BS technique involves reviewing all references of papers
selected in the seed set to identify additional studies relevant to
the research. The FS seeks to identify new studies referencing the
publications that make up the seed set [59]. The previously defined
selection criteria must be strictly followed when analyzing these

new papers. In this hybrid search strategy, papers obtained via
BS are not submitted to FS, and vice versa, avoiding overlaps as
indicated by Mourão et al. [36] and Wohlin et al. [60]. The papers
are analyzed for data extraction and synthesis at the end of the
process. Figure 2 summarizes the steps that are detailed below.

Figure 2: Selection process carried out using the hybrid search
strategy.

As a way of guiding this study, employing the PICO (Population,
Intervention, Comparison, Outcome) [27] criteria, we defined the
following questions that this research aims to answer:

• RQ1:What are the most prominent areas of concentration
in attention and user behavior studies using webcam data,
and what practical applications are derived from?

• RQ2: What information can be obtained through a webcam
while a user performs their tasks, and which features are
relevant for behavioral analysis?

• RQ3: What insights can be obtained from analyzing data to
identify user attention and behavior patterns, and how are
these presented?

• RQ4: How are data visualization techniques applied to con-
vey the insights resulting from this analysis clearly?

Although Mourão [36] suggests the use of a single digital library,
we expanded our searches to include the IEEE Xplore Digital Li-
brary1 and the ACM Digital Library2, due to their significance in
the computing area and the relevance of their publications. Fur-
thermore, these libraries include publications from journals and

1https://ieeexplore.ieee.org/Xplore/home.jsp
2https://dl.acm.org
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conference proceedings that are relevant to our research, such as
ETRA3, CVPR4, and ICMI-MLMI5

After defining the search databases, we identified the most rel-
evant terms to compose a search string to return papers related
to our research topic. The resulting string, composed of the terms
((“eye track*” OR “gaze" AND (“attention” OR “attentiveness” OR
“engagement” OR “monitoring” OR “behavior”) AND (“webcam”)),
was applied exclusively in the abstract field. When using the search
string in the selected databases, 78 studies were identified. The
inclusion (IC) and exclusion (EC) criteria expressed in Table 1 were
applied to keep only relevant works.

The initial stage of the filtering process eliminated studies that
did not meet the basic criteria, such as IC1, IC2, EC1, EC2, and EC4.
We only considered the last ten years of research to analyze the
current context. The resulting papers were analyzed based on the
title to provide a basis for removing duplicate works (EC3). For a
better understanding of the focus of each study and the applica-
tion of the EC5, EC6, EC7, EC8, EC9, and EC10 criteria, we used
the Three-pass [25] method. As a result, we arrived at a seed set
consisting of ten papers.

Table 1: Inclusion and exclusion criteria.

Criteria Description
Inclusion criteria
IC1 Published between January 2013 and October 2023.
IC2 Should be published in a conference, workshop, or journal.
Exclusion criteria
EC1 Full-text is not available online.
EC2 The study that is not written in English.
EC3 Duplicated studies returned by different search engines.
EC4 Books, book chapters, abstracts, and gray literature.
EC5 The studies that are reviews or mapping studies.
EC6 Do not use data from webcams as the primary data source.
EC7 Do not provide user attention, behavior, or engagement insights.
EC8 Studies focused on comparative analysis (algorithms, methods, or devices)
EC9 Focused on the emotions or sentiment analysis.
EC10 The study does not answer at least one research question.

Following the hybrid search strategy, the next stage of the pro-
cess involved applying the BS technique to the papers that make up
the seed set. From the 204 references identified, the selection pro-
cesses were applied as in the previous stage, resulting in 12 accepted
papers. Afterward, we used the FS technique to deepen our analysis
further. As suggested by Mourão et al. [36], Google Scholar6 was
used to search for studies that cite the papers contained in the seed
set. In this process, carried out in November 2023, 256 studies were
identified. In the same way, as in the BS, new studies were only
accepted if they met the selection criteria. Thus, 35 more papers
were identified.

Applying the hybrid search strategy in this literature review
resulted in the selection of 57 relevant papers. We analyzed them
thoroughly, observing aspects such as the application domain, rel-
evant features, Machine Learning (ML) algorithms and methods,
datasets, and visualization techniques. This data was collected and
organized in an electronic spreadsheet. We then summarize this
3Eye Tracking Research and Applications
4Computer Vision and Pattern Recognition
5Multimodal Interfaces and Machine Learning for Multimodal Interaction
6https://scholar.google.com

information to provide an overview of the state of the art based on
the directions presented in the research questions.

3 ANALYSIS OF THE RESULTS
This section analyzes the results obtained from the previous step.
This information serves as a basis for answering the research ques-
tions, identifying the contributions and limitations of studies, and
suggesting research opportunities.

3.1 Research Topics Overview
The analysis shows a significant increase in publications on the
research topic from 2021 onwards, as illustrated in Figure 3. The
growing interest in investigating webcam data to analyze user atten-
tion in digital environments can be attributed to the impacts of the
COVID-19 pandemic. The need to adapt to a new reality, marked
by the widespread adoption of remote work and distance learning,
brought challenges directly related to maintaining focus [37]. Addi-
tionally, the wide availability of webcams integrated with laptops
and mobile devices and their capability to serve as low-cost eye
trackers likely contribute to this investigation.

Figure 3: Number of papers per year, categorized by domain
application.

The Figure 3, in addition to illustrating the number of papers
per year of publication, also classifies them into four areas of study:
Education, Work, Privacy, and the intersection of Work and
Education. Among them, Education stands out with 95% of the pub-
lications, demonstrating the importance of this area for society and
the academic interest in mitigating attentional challenges related
to the learning context. The intersection of Work and Education
is only explored in the study by Ozgen et al. [38], which analyzes
cheating behaviors in job interviews and online exams. Likewise,
it should be observed that the areas related to Work [39] and Pri-
vacy [49] appear in just one post each publication, suggesting a
minimal representation of these topics.

Online activities represent 91% of studies, reflecting the adap-
tation to digital transformations, including remote classes, online
assessments, collaborative games, and digital documents. The re-
maining 9% are directed to face-to-face interactions, even though
in computing environments, such as computer labs [48]. Thus, four
study topics stand out:

(1) Cheating detection (37 papers). Involve user analysis dur-
ing online educational assessments or selection processes,
preventing fraud;

(2) Attention monitoring (11 papers). Focused on observing
and analyzing how users direct their attention during specific
activities;
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(3) Engagement level (8 papers). Involve aspects such as in-
terest, motivation, emotions, and active participation during
task performance;

(4) User privacy (1 paper). Based on observing where and how
users direct their attention, including time spent in specific
areas, to infer their preferences.

3.2 Webcam Feature Extraction
Data extracted from videos are essential for identifying patterns
related to human behavior. Therefore, capturing videos with ade-
quate resolution and frame rate is essential, ensuring data quality
and, consequently, accuracy and effectiveness in subsequent analy-
sis [29]. Through these data, it is possible to extract features such
as Facial expressions (analyzing facial landmarks, such as eyes,
mouth, nose, chin, or any relevant structure [41]), Head position,
Eye movements, Body pose, and Objects present in the environ-
ment. By analyzing them - individually or combined - it is possible
to understand many details about the user, from how they are posi-
tioned and where they are looking to what their facial expressions
can reveal about their reactions or emotional state. Figure 4 presents
the features explored by the selected studies.

Figure 4: Webcam features.

Image processing and computer vision techniques extract this
information from each frame. There are several tools for this pur-
pose; however, the most cited were: OpenCV (in 32% of papers),
Dlib (26%), and Yolo (15%). One of the purposes of these extracted
features is to provide relevant information to ML algorithms, allow-
ing them to learn and perform tasks such as classification, pattern
recognition, and prediction.

3.3 Used Datasets
We explored the datasets used to identify the main sources of data
available to investigate aspects such as engagement, attention, emo-
tional state, and related factors. Although many studies do not
provide clear information, we identified that 38% of the studies
conducted chose to create their own datasets. This approach offers
greater control over characteristics and metrics but requires a long
labeling process to categorize the data correctly.

The datasets made available on public platforms or shared by the
scientific community represent a valuable resource for advancing
research in the area. These datasets (shown in Table 2), composed
of images or videos, facilitate immediate study application. Further-
more, because they are already labeled, it significantly reduces the
effort required to manually categorize data, optimizing researchers’
time and increasing efficiency in conducting experiments.

Table 2: Open-source datasets and some use cases

Dataset Purpose Use case
PAFE [29] Predicting attention and mind-wandering [29]
LFW [18] Facial recognition for cheat detection [51] [44]
AFLW2000-3D [64] Facial landmarks for exam integrity [20]
EngageWild [24] Engagement detection [24] [63]
OEP [5] Webcam and wearcam data for cheat detection [5] [62]
FER-2013 [15] Emotion recognition in proctoring systems [56]
ImageNet [46] Object detection [53]
COCO [31] Person and/or object detection [56] [38] [39]
Pandora [8] Head pose, and shoulder estimation [17]
CASIA-WebFace [61] Facial verification and identification [43]
BIWI [14] Head pose estimation [17]

3.4 Machine Learning
In the reviewed literature, we observed a variety of ML approaches
adopted for the analysis of attention, which reflects the diversity of
techniques and strategies used. Thus, the following emerge: Con-
volutional Neural Network (CNN), Support Vector Machine
(SVM), Deep Neural Network (DNN), Random Forest (RF), Re-
current Neural Network (RNN), and Decision Tree (DT). The
first two algorithms mentioned are the most used for attentional
feature analysis, with 21 and 12 studies, respectively. It is necessary
to emphasize that seven papers do not specify the algorithm used,
limiting themselves to using the general term “Machine Learning”
as the applied approach. The most used algorithms are illustrated
in Figure 5, and those less conventional, mentioned in only two
words or less, are not included in the graph.

Figure 5: Main ML algorithms used by the studies.

We also identified that four studies do not mention the use of
ML in their methods, which suggests a possible application of more
traditional image processing techniques or statistical methods. On
the other hand, 16 studies used multiple algorithms to compare
their performance, emphasizing that the effectiveness of ML algo-
rithms varies with the approach, features, and context. This makes
it difficult to claim one algorithm as universally superior.

3.5 Combination with Multimodal Data
In addition to the analyses carried out using webcam features, an
interesting approach to complementing and enhancing the results
is the combination with multimodal data. This approach is partic-
ularly used in cheating detection outcomes and was considered
in 47% of studies. Figure 6 presents the data sources identified in
these studies: Microphone, Screenshot/screenshare, System
logs, Eye tracker, Keyboard,Mouse, and Form. Among them,
the most used device was the microphone attached to webcams
(30%), which allows voice recognition, external noises, and par-
allel discussions. Additionally, 26% of papers use screenshots or
screenshare features. The first one can be used to identify the active
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window [20] and screen sharing to support teachers and supervi-
sors during the exams [35]. System logs are considered in 15% of
the papers and can come from learning platforms [4], chats [13]
and operational systems [45].

Figure 6: Multimodal data sources.

3.6 Outcome Data
The outputs derived from the analysis of attentional data can be
categorized in two ways. The first approach is more simplified,
using binary outputs that classify the user’s states directly, such
as attentive or inattentive/distracted [26, 32, 48]; focused or not
focused [29]; and, cheating or not [5]. The second way involves
additional information, expressed in intensity levels, such as sleep-
ing, drowsy or awake [54]; or “Not engaged at all”, “Nominally
engaged”, “Engaged in task”, and “Very engaged” [24, 58, 63]. This
detailed approach offers more opportunities to analyze the indi-
vidual’s behavior and/or emotional state, allowing for an in-depth
analysis.

The way these data are displayed can change depending on the
purpose of the analysis. Studies such as those by Shata et al. [50]
and Jadi [21] choose to display warning messages on the screen
to alert about potential cheating during exams. Ozgen et al. [39]
use labels to do it in this same topic. These approaches are useful
for quick interpretation without presenting the details or basis for
such information. On the other hand, Li et al. [30]’s study uses data
visualization techniques to help synthesize the different available
outputs into more understandable formats.

3.7 Visualization Techniques
To understand how authors present the complex information related
to attention analysis - from input and processing to data output
- we explore how different studies employ data visualization and
examine their application methods. Thirteen different visualization
techniques were used to express some information. Line graphs,
typically used to represent time series data, were the most used,
appearing in 23 studies. Next, histograms, used for distribution
data, were found in 16 studies. The confusion matrix, applied in 10
studies, indicates the assertiveness levels of ML models.

The purposes for using visualizations in the selected studies
were classified into six main categories: Pattern Recognition,
Insights, EvaluationMetrics,Addicional Details,Comparison,
and Other purposes. Each reflects a distinct set of goals, as seen
in Table 3.

Table 3: Purpose of data visualization usage in selected stud-
ies.

Category Purpose of Visualizations Total papers

Pattern
Recognition

Head pose 1
Facial expressions 4
Multimodal data 3
Eye movements or gaze directions 8

Insights
Show results to the user 8
Attention, engagement or behavior level 7
Cheating behaviors probability 4

Evaluation
metrics

Accuracy 11
Precision 3
Recall 1
F-1 score 1

Additional
details

Distribution of data collected 7
Results of interviews 5

Comparison Comparative analysis of ML classifiers 9
Data-driven experiment analysis 3

Other purposes
Correlation between features 2
Outliers 2
System architecture 1

While data visualization is a powerful tool for effectively com-
municating insights derived from data analysis [22], Table 3 under-
scores that its use is mainly associated with aspects that demon-
strate, compare, and analyze ML models. The objective of using
these visual resources is primarily to offer support and clarity to
the paper’s reader, thus synthesizing, in a graphic form, complex
information related to the analyses. The use of visual techniques
to demonstrate results to the end user of the proposed solution is
found in only eight papers.

4 INTERACTIVE VISUAL SURVEY
Based on the TextVis Browser project, developed by Kostiantyn et
al. [28], we propose an interactive visual survey of attentional data
analysis, called AttentionVis Browser, available at:

https://davintlab.github.io/AttentionVis-Browser
This tool, developed in HTML and JavaScript, was designed to

quickly and intuitively summarize and present the results of this
study, including only those papers that present visualization tech-
niques (43 papers). Figure 1 illustrates the user interface, consisting
of a main and interaction panels.

In the main panel, thumbnails of the visualization techniques
representing each paper are organized in a grid format. They are
ordered by publication year (in descending order) and then by the
primary author’s surname. Clicking on a specific thumbnail displays
details of the selected study, including the complete bibliographic
reference, a URL link to access the full paper, a BiBTeX file link,
and a list of categories assigned, as illustrated in Figure 7.

Figure 7: Details of a survey entry.
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The interaction panel allows the user to filter the content dis-
played on the main panel, selecting specific works through textual
search or restricting the results by year of publication or category.
A summarized view of the papers can be consulted using the menu
option “Summary”. Additionally, we provide a form for authors
who wish to contribute with additional entries. The information
will then be verified and added.

5 DISCUSSION
This section presents the research questions and their answers,
allowing insights into the topic. After that, lessons learned and
limitations of the research are also presented.

5.1 Research Questions
Next, we discuss the main findings of our literature review, orga-
nized according to the research questions.
RQ1:“What are themost prominent areas of concentration in attention
and user behavior studies using webcam data, and what practical
applications are derived from?”

We found that 95% of the publications are concentrated in the Edu-
cation area, highlighting its importance in research on attentional
focus in digital environments. Although in smaller numbers, other
areas were also identified, such as Work, with two publications, and
Privacy, with one publication. The data indicate that user attention
can be explored as a central point or part of a broader context.
The greatest focus is on cheating detection systems (63%), aiming
to ensure integrity in educational [5, 30] and work contexts [39]).
Other applications aim to improve the educational process, such
as classes [47] and teaching materials [47, 48]). They also address
issues such as mind wandering [29], tiredness [1], and drowsi-
ness [54] during the execution of activities.
RQ2:“What information can be obtained through a webcam while a
user performs their tasks, and which features are relevant for behav-
ioral analysis?”

Through a webcam, it is possible to extract several crucial pieces
of information about the user’s behavior while performing tasks.
This includes facial expressions, which encompass the movement
of the lips, eyebrows, and other aspects to understand the user’s
emotions and reactions; eye movements, which allow identify-
ing areas of visual focus through coordinates; the assessment of
body posture and the observation of head movement (roll, pitch
and yaw); and the detection of objects in the environment. These
features play a fundamental role in understanding the user’s behav-
ioral patterns. They can be analyzed in isolation or combination,
allowing the development of solutions related to attentional focus,
engagement, and emotional states.
RQ3:“What insights can be obtained from analyzing data to identify
user attention and behavior patterns, and how are these presented?”

The analysis of data obtained through a webcam, using ML algo-
rithms, makes it possible to identify patterns, trends, and behaviors
of users while interacting in digital environments. This analysis
can reveal information about the occurrence of cheating [5], levels
of attention [26] and focus [29], indicators of distraction [26, 48]

or fatigue [54], degree of engagement [24, 58, 63] or user prefer-
ences [33]. Information is presented through alert [21], labels [35],
flags [21, 50], prompt [51], tables [58], and graphs [63].
RQ4:“How are data visualization techniques applied to convey the
insights resulting from this analysis clearly?”

Table 3, in the “insights” category, highlights how visualizations
are used to present the results obtained. Visualization techniques
are applied to (I) present results to the end users of the application,
(II) illustrate levels of attention, engagement, and behavior, and
(III) indicate the probability of cheating. Although this category
represents 33% of the studies, we observed that these visualizations
lack details or explanations that would help the end user to better
understand the results.

5.2 Lessons Learned
This section describes the knowledge acquired while conducting
the research. To this end, we created a list of lessons learned, as
summarized in Figure 8 and detailed below.

Figure 8: Summary list of Lessons Learned.

Multifaceted Approach. The literature approaches attention in
different ways, depending on the objective of the study: it can be
used to identify inappropriate behaviors during assessment activi-
ties, analyze the level of engagement during studies, help educators
in decision-making, or even discover certain user preferences by
analyzing the direction of their gaze while filling out a simple online
form. .
Types of attention. The term “attention” is broad without delving
into its different types. Even so, the evidence presented by Tzeng
et al. [55], for example, shows how eye patterns differ depend-
ing on the type of task being performed. This can contribute to
investigations involving the concept of “divided attention” (focus-
ing on different tasks simultaneously) and “sustained attention”
(prolonged periods without distractions). Likewise, the various ap-
proaches to identifying cheating, as presented by Irfan et al. [20],
contribute to the analysis of “alternating attention” by enabling the
identification of external noises, parallel conversations, and head
movements, evidencing the change in focus.

202



Investigating User’s Attentional Focus in Computational Environments WebMedia’2024, Juiz de Fora, Brazil

Correlation between Eye Movements and Attention. Despite
the relationship between eye movements and attention described by
Posner [42], this feature is not essential for attentional predictions
and classifications. The approaches adopted by Alyuz et al. [3],
Irfan et al. [20], and Cote et al. [11], for example, consider only the
user’s head movements to indicate their attentional focus, obtaining
satisfactory results within their objectives.
Approaches to Data Classification. The selected works demon-
strated the importance of ML for the analysis of data extracted
from a webcam since 89% of the presented solutions clearly express
its use. Khan et al.[26] demonstrated the effectiveness of machine
learning models in automatically classifying attention using eye-
tracking metrics. Furthermore, Seiden et al. [49] emphasize the
accuracy of the algorithms in predicting the location of the visual
focus on the screen, which is essential for understanding where the
user is directing their attention.
Predominant Algorithms for Analysis. There is a predominance
of certain algorithms in attention analysis, such as CNNs, which
have been widely used to identify patterns in data from webcams.
This popularity is due to the effectiveness of CNNs in classifying
audio and video data [16], which makes them especially suitable for
analyzing eye movements and facial expressions. Another approach
that stands out is using SVMs, especially in contexts involving
smaller-scale datasets.
Use of Visual Representations.Approximately 75% of the studies
use visualization techniques to elucidate information or results. One
trend observed is using these resources to express data related toML
processes, such as metrics, comparisons, the influence of features,
and model performance.

6 LIMITATIONS AND RESEARCH
OPPORTUNITIES

This section presents the limitations of this work regarding the
reviewed studies and the research conducted. These limitations,
in turn, represent opportunities that can be investigated in future
research and are also presented.

The identified limitations regarding the reviewed studies
are described below.
Limited scope. The studies are predominantly focused on Edu-
cation, highlighting the importance of broadening the scope and
encompassing professional environments, which is equally impor-
tant in the current context. In addition, the analyses are restricted
to a single type of task, excluding the possibility of simultaneously
monitoring the development of other types of activities.
Aspects related to attention. When there is a change of focus to
an activity outside the investigated scope, this transition is seen
only as a distraction or, in certain contexts, as cheating. This opens
the opportunity to identify whether this change is, in fact, a distrac-
tion or whether the user chose to redirect his attention to another
activity relevant to his work or study, characterizing ‘alternating
attention’ [23].
Detailing of methods for analyzing and extracting patterns.
The replicability of the proposed solutions is compromised by the
lack of detailing of the versions of the tools used, especially for
the extraction of features (only 19% of the studies provide this
essential information). This makes it difficult for other researchers

to identify, analyze, and reproduce the results. In addition, there
are challenges in identifying methods and algorithms due to the
lack of such information.
Analyses Report. In the studies reviewed, we often found generic
descriptions of attention monitoring, such as normal or abnormal
behavior, attentive or distracted state, and the possibility of cheating.
Sometimes, data are communicated only through labels or flags,
hindering users’ understanding.
Uninformative visualizations. The limitations of the visualiza-
tions lie in the lack of details about the data presented, the direction
of focus at each moment, and the precise definition of what is con-
sidered a distraction. Only in the studies by Li et al. [30] and Ozgen
et al. [38] do we find a more detailed approach (focused on detecting
cheating). The user must be aware of the periods of distraction and
the reasons associated with these moments, as this can help them
identify behavioral patterns and implement strategies to mitigate
these distractions, promoting self-regulation.

The identified limitations regarding the conducted research
are listed below.
Specific devices for data capture. This research builds on stud-
ies primarily using webcams to collect visual data. While these
are widely available and widely used, it is important to note that
alternative devices, such as electroencephalography (EEG) and com-
mercial eye trackers (Tobii7, and SR Research8, for example), offer
more accurate and detailed measurements.
Comprehensive approach. The broad approach adopted in our
work offers global understanding and contextualization advantages
but may lack detailed depth on specific topics.
Focus on solutions and applications. This review is defined
by the exclusion criteria presented in Table 1, which delimit the
scope due to the large volume of related works. The main focus is
on practical solutions, excluding comparative studies (between de-
vices, methods, and techniques), wearable devices, and EEG, among
others.

Throughout our investigation, we identified areas that are under-
explored or not addressed by current studies. Thus, some research
opportunities are described below.

We suggest the development of more comprehensive solutions,
expanding attention analysis beyond the educational scope; the
development of evaluation frameworks that assist in measuring
the effectiveness and usability of these tools; the application of
narrative visualizations in the results obtained through the ML
classifiers on attentional analysis, aiming at a more intuitive com-
munication, facilitating understanding by the user and providing
subsidies that contribute to self-regulation. Furthermore, we con-
sider promising the classification of different “types of attention”
during data analysis, such as transitions of focus between different
activities, distinguishing distractions from deliberate choices, and
characterizing “alternating attention”, for example.

7 FINAL REMARKS
The research presented here aimed to synthesize and organize the
existing knowledge related to data analysis, especially data captures

7http://www.tobii.com
8http://www.sr-research.com

203



WebMedia’2024, Juiz de Fora, Brazil Souza et al.

from webcams. In this sense, it offers a comprehensive view of
application domains, data, features, techniques, trends, gaps, and
opportunities. Finally, as our investigation’s result, we identified
five contributions:
State of the art mapping. We explore a decade of related studies
providing an overview of the state of the art related to attentional
analysis using webcam data.
AttentionVis Browser. The interactive visual tool built upon the
review results offers an overview of the field. It can be used by the
general community (for educational purposes) and the scientific
community (to aid in searching for related works and extend it).
Presenting lessons learned. The lessons learned highlight the
knowledge acquired with this study and aim to provide researchers
with support for the continued development of the topic. Pondering
on these lessons allows for adjusting and improving methods and
processes, avoiding repeating errors, and supporting new hypothe-
ses for future investigation.
Presenting limitations research. Examining the limitations iden-
tified in current studies and our own research, we aim to encourage
further investigations in areas that require better development.
Presenting research opportunities. The identified opportunities
can inspire the exploration of new directions, approaches, and
solutions to the challenges that permeate the analysis of attention.
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