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ABSTRACT
Telegram has become a central element in discussions related to
the ecosystems of information disorder and extremism on social
networks. Present on 70% of smartphones in Brazil, the application
presents itself as a safe communication space, which began to be
used by deplatformed individuals and groups, including extremist
groups, who saw the application as a space for building communi-
ties and maintaining contact with their audience. In this context,
this study presents a characterization of Brazilian extremist commu-
nities on Telegram based on the analysis of over 2 million messages
broadcast on 128 chats on the platform, focusing on the analysis of
the toxicity observed in the content shared in these spaces and its
relationship with the conversational dynamics of the groups. The
results reveal that these communities share highly toxic messages,
including manifestations of hate speech and conspiracy theories,
and that the toxicity of the content reflects on its popularity and
consequently its spread across the network.
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1 INTRODUCTION
Telegram emerged in 2013 as a tool designed to provide a secure
communication space, particularly for individuals residing in au-
thoritarian states, with a strong emphasis on user privacy [6]. Over
the years, Telegram has experienced remarkable growth, reaching
approximately 800 million monthly active users (MAU) by the year
2023 [19]. Originally intended as a platform for safe communication,
Telegram has, however, garnered attention from historically deplat-
formed extremist groups [16], including white supremacists [6] and
terrorist organizations such as the Islamic State and al-Qaeda [21].

In the period from 2020 to 2021, [17] identified a significant in-
crease in radicalization in speeches present in Telegram messages.
Research on this subject highlights that extremist channels have
adopted more popular approaches, allowing unrestricted access
to users interested in participating in discussions, which become
increasingly violent and fueled by hate, propagating extremist ide-
ologies, disseminating materials related to these ideologies, and
promoting attacks to minority groups, as documented by [20].
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In Brazil, Telegram’s popularity is also observed, where it is
currently installed on the majority of the smartphones.1 Motivated
by this popularity, many studies are beginning to shed light on its
adoption by extremist communities, encompassing groups on the
far-right [2] and anti-vaccine communities [11].

As the app’s popularity continues to grow considerably, concerns
emerge regarding its role in facilitating the spread of extremist ide-
ologies and misinformation and its impact on social dynamics. The
application’s resistance to comply with legal decisions, notably
in Brazil, adds another layer of complexity to this issue. Hence,
understanding the dynamics of these groups within the Telegram
ecosystem becomes crucial, and researchers face the challenge of
addressing the implications of Telegram’s evolving role in the for-
mation of extremist communities and the spread of their discourse.

Considering this context, this study aims to examine channels
and groups that compose Telegram’s extremist communities in
Brazil. We focus on two main Research Questions (RQ): RQ1: How
toxic is the content shared by the extremist community, and how
does toxicity impact content popularity? RQ2: What are the main
topics of discussion among the extremist community and how are
these topics related to the observed toxicity levels?

Answering these questions is a challenging task. First, to the
best of our knowledge, there is no readily available and suitable
dataset for the necessary analyses. Second, messages can be shared
in different ways (e.g., text and audio), and may, possibly, contain
several artifacts, such as grammar errors, informal language, and
emojis. To tackle these challenges, we carefully devised collection
strategies and we identified, and put together, a set of tools capable
of extracting information from messages, assessing toxicity, and
handling the aforementioned issues.

By answering RQ1 and RQ2, the main contribution of this work
is to promote an overview of the communication dynamics of these
communities, and how extremist movements have adapted to digital
spaces to get closer to young people and expand their audience.

2 RELATEDWORK
There are already several tools andmethodologies aimed at studying
Telegram and its content, some of them highlighted in the literature.
Telegram Monitor, developed by [9], stands out in this scenario,
allowing the collection and processing of data in the application.
This resource has been used by the author to monitor political
groups and channels in the Brazilian context. On the other hand,
[2] presents an analysis of the use of Telegram as a vehicle for

1Telegram’s popularity in Brazil reached its peak in August 2022, and since then it has
seen a small adoption decline – https://www.forbes.com/sites/angelicamarideoliveira/
2023/03/01/messaging-app-telegram-sees-decline-in-brazil/

370



WebMedia’2024, Juiz de Fora, Brazil Athus Cavalini, Thamya Donadia, and Giovanni Comarela

spreading misinformation by far-right groups in Brazil, adding a
critical perspective to the use of the platform for such purposes.

By expanding to an international perspective, [7] brings a com-
prehensive analysis of the globalization of the QAnon movement,
exploring its communities on Telegram. Their study reveals the
movement’s approach to issues related to global politics, conspiracy
theories, and even the anti-vaccine movement. Similarly, [20] offers
a broader view by indicating the growth of extremist ideologies
and the spread of misinformation campaigns on the app, opening
discussions about the need to combat this practice on a global level.

In this context, [3] presents that social media offers an unmod-
erated space for communication among like-minded individuals,
which may intensify extremist views. Furthermore, according to
[12], the rise of right-wing extremism is marked by the emergence
of an underground subculture consisting of young extremists who
have developed their own symbols, myths, and language.

These papers highlight not only the potential of Telegram as an
object of study but also the challenges and risks associated with its
use in political and social contexts. As the platform continues to play
a significant role in our communication model, the critical analyses
presented in the literature contribute to a deeper understanding of
the dynamics of the ecosystems found on Telegram.

However, there are still several issues to be addressed, especially
involving detailed descriptions of the operating logic of these com-
munities and their main strategies for gaining an audience and
bringing their narratives closer to the public. In this way, this work
contributes to the existing literature by exposing and quantifying
the toxicity of the Brazilian extremist communities on Telegram and
by characterizing their main topics of interest. To the best of our
knowledge, ours is the first work to study this specific phenomenon.

3 METHODS
The corpus of this paper was collected through the official Telegram
API. For the purpose of this work, we collect data relating to a
period of six months, more specifically between April 1st, 2023 and
September 30, 2023, which can be considered a noise-free period
based on the Brazilian context, which has its platforms flooded with
political-party agenda during electoral periods due to the political
polarization experienced in recent decades.

The approach employed to obtain the Brazilian extremist ecosys-
tem of Telegram was based on a controlled snowball sampling
technique, widely used in research based on similar platforms [14].
We chose to use the variation proposed by [2], which utilizes PageR-
ank to include only relevant actors and keep the collection within
the chosen community. In this method, a small but very represen-
tative set of channels or groups are collected, and other channels
that prove influential based on relationships with the initial set are
selected and added to the collection in a new iteration.

For the initial set, we manually analyzed channels and groups
mapped by [8] in the context of the anti-vaccine movement, from
which five chats were selected where the presence of extremist
content was identified. The relationships between channels were
represented by the number of messages forwarded between them
and the metric used to calculate influence was PageRank [13].

In addition to the main corpus, a baseline corpus was obtained
using the same methodology from an initial set of 50 generic Tele-
gram channels and groups obtained from public repositories found
on Google Search. No manual filtering was applied to this set.

For the analysis, both text and transcribed voice messages were
submitted to the Perspective API [10], a model that scores the toxic-
ity levels of a text, in addition to identity attacks, insults, profanity,
and threats. The voice messages present in the dataset were tran-
scribed using Whisper [15], a speech recognition model trained
on a large multi-language dataset, in order to be able to apply the
same analyses used for text messages.

Additionally, topic modeling was applied to the content using
BERTopic [5], a state-of-the-art technique that leverages transform-
ers and c-TF-IDF in order to achieve coherent topics. The BERT
model used in this technique was BERTimbau [18], which was pre-
trained on a large Brazilian Portuguese corpus, for 1,000,000 steps,
using a whole-word mask.

Albeit new and robust topic modeling algorithms continue to
emerge, their innovative advantages often diminish the significance
of traditional model evaluation metrics such as perplexity and co-
herence [4], which can be inversely proportional to interpretability
[1]. For instance, BERTopic has been noted to generatemore outliers
than expected, complicating its interpretability [4].

In that way, we chose to use OpenAI’s ChatGPT 3.5 as the repre-
sentation model of the BERTopic framework, in order to generate
topic descriptions based on the representative documents outputted
by BERTopic for each topic. This allows us to automate the inter-
pretation of the topics without human bias or the necessity of an
extensive (and potentially subjective) analysis of documents.

After the mining and processing phases, we conducted an in-
depth quantitative analysis of the obtained results, while expanding
our insights by performing qualitative analyses of data samples
from multidisciplinary perspectives. The main objective was to
obtain a detailed and comprehensive understanding of the extremist
ecosystem on Telegram and its conversational dynamics.

4 RESULTS AND DISCUSSION
In this section, we present a description of our dataset and an
extensive discussion about the obtained results.

4.1 Dataset Description and Network Dynamics
The final corpus2 was composed of 128 Telegram chats. During
the six-month period analyzed, 2,420,326 messages were shared,
around 60% of which were plain text messages. Furthermore, 15,789
voice messages were identified, being downloaded and transcribed.

Concerning the network’s audience, channels and groups have
an accumulated number of 1.282.715 participants. Groups, that
represent discussion spaces (a many-to-many conversational logic),
have an average of 528,5 participants, while channels, which can be
seen as spaces for broadcast (a few-to-many conversational logic),
have an average of 11.574,5 participants.

On Telegram, the channels’ participants lists are private, showing
only the absolute number. From the groups, however, the complete
list of participants can be obtained. This gives us the possibility
to calculate the average number of groups per participant. In this
2Available at https://github.com/dsl-ufes/telegram-extremist-communities/.
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case, each user participates in an average of 1.06 groups, indicating
that the accumulated audience can approach the absolute audience,
that is, the number of unique users on the network.

Table 1: Chats metrics. Average per channel/group.
Views Forwards Replies Toxicity

Dataset Groups 3771.11 23.93 0.98 0.26
Channels 1339.73 6.81 3,33 0.30

Baseline Groups 4794.79 30.56 1.17 0.14
Channels 396.12 1.46 0,.2 0.04

The discrepancy in engagement between the baseline channels
and groups and the extremist community is notable, as shown in
Table 1. The extremist community clearly shows a more vertical-
ized communication, where the channels concentrate the volume of
information and engagement. This trend is confirmed by the com-
plexity of the messages shared on these channels, that is designed to
be disseminated. They feature more elaborate and well-structured
narratives, generally accompanied by images, videos, and external
URLs. Also, while messages shared on channels have an average
length of 253.61 characters, in groups the messages tend to be
shorter, with an average length of 66.75 characters.

A critical distinction lies in the contrasting reply dynamics be-
tween channels and groups. Groups exhibit a conversational flow,
characterized by sequential messaging with minimal references to
older posts, while channels primarily utilize replies as the main and
most comprehensive mode of public expression, given that only
administrators can post original messages. Telegram’s structure
further distinguishes channels by displaying replies on separate
screens rather than integrating them with the main interface. This
difference in reply usage reflects the distinct communication pat-
terns and engagement styles fostered by channels and groups.

Also, it is notable that, on the extremist dataset, users are more
participative in discussions. In comparison to the baseline, in the ex-
tremist community users have shared an average of 65.56 messages,
while in the baseline this average drops to 22.40. Additionally, in
the extremist community, around 21% of users were responsible for
the production of 90% of the messages, while in the baseline just
10% of users were necessary to produce the same percentage.

Furthermore, regarding toxicity, it is notable that groups ex-
hibit higher levels of toxicity compared to channels. This is caused
by the type of content observed across different chats, given that
groups are conversational environments whereas channels are in-
formational. In this way, messages shared in groups tend to carry a
more expressive tone, closer to real dialogue and aligned with the
linguistic characteristics associated with the participants’ profile.

4.2 Toxicity and Engagement
The objective of this section is to carry out an analysis of the toxi-
city of the studied community and identify possible relationships
between the toxicity of a content and its engagement.

In an overview, it is possible to observe that extremist channels
and groups share more toxic content than the baseline. In the base-
line set, the average toxicity score for text messages was 0.17, while
in the extremist community, the average score was 0.29, an increase
of 70%. The numbers also indicate that voice messages tend to be
more toxic than text messages, even in the baseline dataset. This
difference can be seen in detail in Figure 1.

Figure 1: Toxicity of text and audio messages.

For this analysis, we only considered engagement as the number
of forwards that messages received. This is because reactions on
Telegramneed to be categorized (as they can be positive or negative),
while the possibilities are diverse. Furthermore, the number of
replies may be underrepresented, since the conversational dynamics
of the application do not suggest the use of the reply action, but
rather the sequential sending of messages. Finally, the views metric
also does not add value, since, in a conversation, all participants see
almost all messages. This number only grows significantly when a
message is forwarded to other channels and groups, accumulating
views from all of them.

When comparing toxicity and engagement, we have interesting
findings. For the majority of content circulating in the extremist
community, characterized as conversational messages with few
forwards (i.e., less than 50), non-toxic messages have a 97% higher
number of forwards, which evidences their greater likelihood of
being shared. Among the toxic and highly toxic, however, the highly
toxic ones are more likely to be forwarded.

When we look at messages with high numbers of forwarding,
the logic is reversed. Highly toxic messages start to receive more
forwards, followed by toxic ones. In other words, this indicates
that, for content that actually spreads across the network, reaching
various channels and groups within the community (and potentially
outside of it), more toxic content reaches a larger audience. Figure
2 shows this trend.

4.3 Discussion Topics
Upon observing the discussion topics extracted from the dataset, it
is plausible to glean a comprehensive understanding of the most
recurrent and pertinent subjects to the audience of this community.

For this analysis, we conducted four distinctmodeling approaches,
segregating text and voice messages, as well as non-toxic (with
scores below 0.8) and highly toxic ones (starting from 0.8). Tables

Figure 2: Forwards of non-toxic (score < 0.5), toxic (0.5 ≤
score < 0.8), and highly-toxic (≥ 0.8) messages.
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2 and 3 delineate the topics that prominently emerge within the
corpus of highly toxic text and voice messages, respectively. Certain
topics have been omitted for the sake of visual clarity.

Table 2: BERTopic for toxic text messages.
# Topic Description # Messages
0 Jesus’ Passion and Crucifixion in the context of Christian prayers and reflections 26247
1 Cultural Warfare and Political Commentary on Brazil 21467
2 Military conflict updates between Russia and Ukraine 16828
4 Discussion on vaccines and conspiracy theories surrounding COVID-19 5924
5 [Explicit content warning] 1949
6 Animal Welfare and Misconceptions 1270
7 Tensions in Niger - Military Coup, Uranium Ban, and International Intervention 1023
8 Manipulation of public opinion, digital privacy and challenges in the information age 926
9 Autism at school and the power of suggestion in teaching 861
10 Controversies in Space Exploration and Military Technology 523
13 Controversial opinions on women’s football 250
14 Red Pill Movement Against Political Idolatry 228
17 Anti-New World Order Movement 96
18 Uganda’s New Law Imposing Harsh Penalties on Homosexual Practices 64

It is noteworthy that the topics encompass clearly contentious
agendas, such as wars, the “Red Pill” movement, and conspiracy
theories involving vaccines, diseases, space exploration, and even
the “New World Order”, an elite wielding global control. Moreover,
topics of potential hate speech are also highlighted. This is exem-
plified by Topic 13 in text messages, described as “Controversial
opinions on women’s football”, as well as Topic 3 in voice messages.
Among the most representative messages within these topics, one
can observe discourses akin to that illustrated in Figure 3, which
contains explicit expressions of sexism and misogyny.

Text message: It’s very gratifying to see Brazilian-shit whores losing, they are beings devoid of any
honor or loyalty competing just to validate their inflated ego. They will never understand the male
world of football because they are there just for vanity.

Figure 3: Message from Topic 13 (from text messages).

It is important to highlight that, in the case of Topic 5 in text
messages, the GPT model did not even generate a description, issu-
ing a content warning for explicit material. This occurs when the
content provided to the model exceeds the boundaries permitted in
its privacy policy, which includes misinformation and hate speech.

Table 3: BERTopic for toxic voice messages.

# Topic Description # Messages
0 Brazilian societal issues and political commentary 367
1 Criticism of religious beliefs and societal norms 588
2 Racism and Race Relations, Cultural Assimilation, and Immigration in Society 105
3 Gender Dynamics and Relationship Perspectives 457
4 Virulent conversations about controversial relationships and behaviors 806

Another noteworthy point is the notable disparity between the
tones of the topics extracted from text messages and voice mes-
sages.While the texts, even though part of conversational dynamics,
present contents connected to more specific themes, the voice mes-
sages present broader topics that, in a way, can be interpreted as
opinion topics or a self-expression space. In this sense, discussions
about personal relationships and ideologies stand out, as observed
in Topics 2, 3, and 4, representing more personal content associated
with individuals and their reality, rather than topics of general inter-
est and/or global impact. Figure 4 illustrates a message associated
with Topic 3 of voice messages, reinforcing this pattern.

Voice message: No, totally accurate. Like, in the old days, well, not so much “old days”, but in
traditional society, it was the man who chose the husband for his daughter. And, if a guy wanted to
marry his daughter, he had to bring something to the table. Because women don’t have testosterone,
they don’t produce, they don’t work. They don’t generate wealth, at least not material wealth. [...]
But yeah, dude, modern society, it’s messed up, man, and he’s gonna deal with a lot of crap.

Figure 4: Message from Topic 3 (from voice messages).

The topics generated from moderated or non-toxic messages, on
the other hand, were even more linked to international geopolitical
issues, in addition to being much more informational. While the
audios were limited to Brazilian political-party discussions and
religious reflections, the text messages presented topics such as
“Global Geopolitical Tensions and Economic Concerns”, “Chinese
Market” and “Conspiracies Regarding the COVID-19 Pandemic”.

5 FINAL REMARKS
The results of this study emphasize the direction of extremist com-
munities toward the public, highlighting their wide reach. In re-
sponse to RQ1, it is notable that the content disseminated by these
communities is highly toxic compared to other content circulating
on the same social network, reflecting the linguistic pattern of the
audience present in these spaces.

Regarding RQ2, we observed that there is a clear difference be-
tween the content generated by the interactions of the audience,
generally on the groups and which we called conversational mes-
sages, in relation to the fabricated content published on channels,
that we called informative messages.

In conversational interactions, where toxicity is even more pro-
nounced, the audience expresses themselves and discusses top-
ics attached to everyday life. Analyzing text and voice messages,
we highlight that voice messages are significantly more toxic and
present distinct topics, with an even more personal tone. In other
words, text is used for sharing information and debate, while voice
messages serve as personal expression and counseling.

Therefore, even though they represent a small fraction of the
total content in these communities, voice messages provide valu-
able insights into conversational, linguistic, and even ideological
patterns of the audience present in these spaces. This underscores
the construction of subjectivity within this social bubble, revealing
the worldview that its members construct and share regarding the
world, society, and their surroundings.

Additionally, returning to RQ1, when examining highly shared
messages, most of which originate from channels, those with high
toxicity receive more shares than those with moderate or non-
toxicity. This suggests that, even concerning messages from a more
hierarchical structure and of a more informative nature, there is
a preference for more toxic content in terms of engagement and
circulation. This implies that the content produced, when adjusted
or shaped to the linguistic patterns of the audience, tends to be
more widely accepted and thus more widely disseminated.
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