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ABSTRACT

Hate speech and toxic behaviors are increasingly common in dig-
ital games, affecting player wellbeing, diversity and community
engagement. Although research on this topic has increased in re-
cent years, studies remain fragmented and largely focused on the
North American and European contexts. This study presents a
scoping review of the scientific literature on hate speech in games,
covering publications from 2010 to 2025, including international
and Brazilian research. A search of four electronic library sources,
complemented by manual searches, retrieved 8,040 records. After
filtering and screening using predefined criteria, 49 studies were
selected for full-text analysis. The review presents the investigated
associations, detection approaches and intervention strategies, con-
solidates the scattered results and identifies areas for further in-
vestigation. Among these observations is the relative scarcity of
research focused on Brazilian gaming communities, suggesting op-
portunities for more regionally contextualized studies in the future.
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1 INTRODUCAO

Os jogos digitais tém se consolidado como um dos pilares centrais
da industria do entretenimento global [87], superando até mesmo
a do cinema e ocupando um papel que vai além do proprio jogo:
eles funcionam como espacos de interagio social, formacdo de
comunidades e expressdo cultural, conectando bilhdes de pessoas
em diferentes plataformas e contextos [23, 80]. Conforme o relatéorio
Global Games Market Report 2024 [60], da Newzoo, o mercado de
jogos gerou uma receita de US$ 187,7 bilhdes em 2024, com uma
base global de 3,42 bilhdes de jogadores, demonstrando a relevancia
crescente dos jogos digitais como fendmeno econdmico e cultural.

Esse crescimento expressivo néo se limita ao consumo de jo-
gos, mas reflete uma participagéo cultural mais ampla. A cultura
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dos jogos digitais transcende o software, manifestando-se em ecos-
sistemas de redes sociais, foruns e plataformas de streaming que
funcionam hoje como extensdes do proprio ambiente de jogo [34].
Nesses espagos, jogadores compartilham experiéncias, discutem
estratégias, celebram conquistas e, em muitos casos, prolongam
dinimicas competitivas e sociais iniciadas durante as partidas [27].
Essas préaticas sustentam comunidades engajadas, nas quais sdo
construidos significados coletivos, formas de pertencimento e nor-
mas de conduta compartilhadas. Contudo, essas interacdes nio
ocorrem sem seus problemas: elas sdo frequentemente atravessadas
por manifestacdes de toxicidade [36, 80, 82].

No contexto dos jogos digitais, o termo “toxicidade” é frequente-
mente empregado, tanto na literatura académica quanto na midia,
como um conceito guarda-chuva que abrange diferentes praticas no-
civas. Essas praticas vdo desde condutas que comprometem a expe-
riéncia coletiva, como comportamentos desrespeitosos, disruptivos
ou de sabotagem intencional, até manifesta¢des discriminatorias,
como assédio, racismo e machismo [9, 19, 86]. Dentro desse espectro
mais amplo, o discurso de 6dio se configura como uma das formas
mais graves de toxicidade, por envolver ataques direcionados a in-
dividuos ou grupos com base em caracteristicas identitarias. Como
destaca a Organizacdo das Nacdes Unidas para a Educacéo, Ciéncia
e Cultura (UNESCO), tais comportamentos reforcam estereotipos
e desigualdades, restringem a participacao de grupos vulneraveis
e enfraquecem o carater democratico dos espacos digitais [33].

Embora amplamente discutido, o discurso de 6dio ainda carece
de uma defini¢do universalmente aceita [32] e levanta bastante de-
bate na sociedade. Neste estudo, adota-se a defini¢do proposta por
Fortuna e Nunes [2018], segundo a qual se trata de qualquer forma
de linguagem que ataca, diminui ou incita 6dio ou violéncia contra
individuos ou grupos, com base em caracteristicas como aparén-
cia fisica, religido, origem étnica ou nacional, orientacido sexual ou
identidade de género. Assim, no contexto dos jogos digitais, conside-
ramos como discurso de 6dio, e, portanto, como uma manifestagio
especifica de toxicidade, qualquer comunicacéo escrita, verbal ou
comportamental que promova esse tipo de ataque ou discriminacéo.
Essa definicdo inclui tanto manifestacdes explicitas quanto sutis,
inclusive aquelas disfarcadas sob a forma de humor, reconhecendo
a complexidade das intera¢des online e a importancia de compreen-
der como tais praticas afetam a convivéncia e a participacido de
diferentes grupos nos espacos relacionados aos jogos.



WebMedia’2025, Rio de Janeiro, Brazil

Um exemplo emblematico dessa manifestagéo odiosa foi eviden-
ciada pela campanha #MyGameMyName [13], que destacou a dimen-
sdo do assédio enfrentado por jogadoras. A iniciativa partiu de um
dado alarmante da Newzoo [59]: embora as mulheres representem
46% do publico gamer, muitas optam por ocultar seu género para
evitar ataques. Para expor essa realidade, a Agéncia Africal e a orga-
nizacio Wonder Woman Tech? convidaram influenciadores homens
a jogar utilizando nomes de usuério e avatares femininos. Ao viven-
ciarem, em primeira mao, o volume de insultos e ameacas dirigidos
as mulheres, esses criadores de contetido compartilharam suas ex-
periéncias com milhdes de seguidores, ampliando o debate sobre
o problema. A campanha ganhou reconhecimento internacional ao
vencer o prémio Glass do Cannes Lions [74], dedicado a iniciativas
que promovem a equidade de género. Apesar da repercussio, o caso
ndo representa uma vitéria, mas sim um alerta para a gravidade e
crescimento continuo desse fendmeno. A propagacio de 6dio em jo-
gos segue como um desafio persistente, exigindo a¢des coordenadas
de comunidades, pesquisadores e desenvolvedores para mitigar seus
impactos e promover ambientes virtuais mais inclusivos e seguros.

Apesar do crescimento das discussdes sobre toxicidade e discurso
de 6dio em jogos digitais, a producéo cientifica sobre o tema per-
manece fortemente concentrada em paises do hemisfério norte, com
publica¢des em inglés e analises voltadas a comunidades proprias.
Em contraste, o Brasil, mesmo sendo um dos dez maiores mercados
de jogos do mundo [60], ainda carece de uma centralizacdo dos es-
tudos que investiguem como essas dinamicas se manifestam em seu
contexto sociocultural. Essa lacuna representa um déficit de repre-
sentatividade académica e compromete diretamente a construcio de
ambientes virtuais mais inclusivos e seguros, ja que a auséncia de da-
dos e estratégias adaptadas a realidade brasileira deixa comunidades
locais vulneraveis a reproducéo e, em muitos casos, a amplificacio
das mesmas estruturas de preconceito e desigualdade que permeiam
a sociedade offline. Essa caréncia de investigagdes se torna ainda
mais preocupante diante da dimensdo da comunidade gamer no
pais. Segundo a Pesquisa Game Brasil (PGB) de 2024 [79], 73% dos
brasileiros jogam com regularidade, destacando a importancia de
espacos culturais para os jogos digitais no Brasil. Essa expressiva
participacdo evidencia a urgéncia de compreender melhor como o
discurso de 6dio se manifesta e é tratado nessas comunidades, de
modo que resultados obtidos em estudos internacionais possam ser
devidamente contextualizados e, quando necessério, adaptados a
realidade sociocultural brasileira.

Diante do exposto, o objetivo geral deste trabalho é mapear e ana-
lisar, como o discurso de 6dio no contexto dos jogos digitais tem sido
estudado e abordado na literatura cientifica. Para isso, conduziu-se
uma revisdo de escopo que considera pesquisas nacionais e interna-
cionais. Primeiramente, buscou-se levantar e classificar os estudos
existentes quanto aos tipos de jogos e plataformas mais investiga-
dos. Em seguida, foram identificados os métodos empregados para
detectar e analisar a toxicidade. Por fim, mapeou-se as estratégias
de mitigacdo mais recorrentes propostas na literatura, englobando
solugdes técnicas, de design e politicas comunitarias. Cabe destacar
também que esta revisdo apresenta um enfoque predominantemente

! Acessivel em: https://africacreative.com.br/
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quantitativo, priorizando a sistematizacdo e analise de tendéncias
mensuraveis nos estudos revisados.

Em resumo, a sistematizacdo desses resultados, além de permitir
uma compreensio do estado atual da pesquisa sobre o tema, tam-
bém evidencia lacunas que podem orientar investigacoes futuras
e auxiliar na formulacédo de estratégias para comunidades e desen-
volvedores interessados em criar espacos mais inclusivos e seguros.

O restante deste trabalho esta estruturado da seguinte forma: a
Secdo 2 apresenta os trabalhos relacionados ao tema, que fornecem
a base conceitual e contextual para a pesquisa sobre discurso de
6dio em jogos; a Secdo 3 descreve detalhes relativos a metodologia
empregada na conducio da revisdo de escopo; depois, a Secdo 4
apresenta as analises e discussdes dos dados obtidos ao longo do
estudo; por fim, a Secéo 5 reune as conclusdes e reflexdes sobre o
panorama identificado.

2 TRABALHOS RELACIONADOS

A pesquisa sobre o discurso de 6dio em ambientes digitais, especial-
mente no contexto dos jogos eletronicos, vem ganhando relevancia
nas ultimas décadas. Um conceito central para compreender a natu-
ralizacdo de comportamentos hostis nesses espacos é o de violéncia
simbdlica, formulado por Pierre Bourdieu [85]. Trata-se de uma
forma sutil, muitas vezes invisivel, de dominag¢io que se manifesta
por meio da linguagem, de representacdes culturais e de normas
sociais que reforcam desigualdades e exclusdes. No contexto dos
jogos, essa violéncia pode ser observada tanto nas dinidmicas de
interacdo entre jogadores quanto nas representacdes de género,
raca e classe veiculadas em jogos e plataformas de streamings.

Um aspecto amplamente discutido na literatura sobre toxici-
dade em jogos é a normalizacédo por parte dos usuarios, e conse-
quente dessensibilizagdo, frente a comportamentos discriminatdrios
e agressivos nesses ambientes. Como apontam Beres et al. [2021],
praticas misoginas e agressdes verbais deixam de ser percebidas
como transgressdes e passam a ser incorporadas 4 chamada “cultura
gamer”, muitas vezes sob o pretexto de autenticidade competitiva.
Nesse cenario, muitos jogadores acabam aceitando insultos e hos-
tilidades como “parte do jogo”, reproduzindo e tolerando dinamicas
que dificilmente seriam aceitaveis em interacdes fora do ambiente
virtual. Essa naturalizagdo também se manifesta em experiéncias
especificas de minorias. Ortiz [2019] investiga como homens néo
brancos enfrentam episddios constantes de racismo em jogos online,
revelando que a dessensibiliza¢do surge ndo como indiferenca, mas
como uma estratégia de sobrevivéncia emocional em um espaco
que normaliza a propagacio do 6dio. Essa resposta implica custos
psicologicos significativos e perpetua um ciclo em que a hostilidade
permanece invisivel ou pouco contestada.

Essa logica de adaptacdo também é observada em contextos com-
petitivos. No estudo de Tiirkay et al. [2020], jogadores universitarios
de e-sports® relatam que a toxicidade é definida menos pelo con-
teudo ofensivo e mais pelo impacto na moral e na coesdo da equipe.
Para continuar competindo, eles adotam estratégias de enfrenta-
mento passivas, como ignorar os ofensores (See No Evil), silenciar
a comunicacio (Hear No Evil) e evitar confrontos (Speak No Evil).

30 termo e-sports define a modalidade competitiva de jogos virtuais, onde jo-
gadores profissionais ou amadores se enfrentam em torneios oficiais [10].
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Embora essas praticas funcionem como mecanismos de autopreser-
vagdo, acabam por reforcar a naturalizacido da perpetuacéo do ddio
como parte integrante da cultura competitiva, dificultando esforcos
de mitigacdo mais estruturais.

Essa exposicdo continua a comportamentos hostis também afeta
diretamente a permanéncia e o engajamento dos jogadores. Estudos
como os de Kwak et al. [2015] e Reid et al. [2022b] apontam que
ambientes marcados pela toxicidade reduzem o senso de bem-estar
e controle dos participantes, gerando frustracdo e evasdo, espe-
cialmente entre jogadores novatos ou menos tolerantes a conflitos.
Kwak et al. [2015] destacam que a intensidade da linguagem abu-
siva se correlaciona com o abandono de jogos, evidenciando que,
em muitos casos, a hostilidade prejudica a experiéncia individual
e compromete a sustentabilidade das comunidades virtuais.

Essa logica de hostilidade e evasdo néo se limita as interagdes
diretas entre jogadores, mas também se manifesta em praticas co-
letivas de boicote e retaliagdo que vio para além do jogo, como o
review bombing, que é a pratica em que uma comunidade se mobiliza
para inundar um produto (como jogo, filme, livro, entre outros) com
avaliaces negativas ou positivas, visando alterar a sua percepcdo
publica [62, 67]. Ribeiro et al. [2024] analisam como essa dindmica,
amplificada em plataformas como o Metacritic?, opera como uma
forma de presséo social e simbolica que pode reforcar tensdes dentro
das comunidades de jogadores. Embora o review bombing nio seja,
por si s6, uma pratica sempre ligada ao discurso de ddio, sua asso-
ciagdo com pautas de intolerancia e reacdes extremas a questdes de
diversidade em jogos evidencia como manifesta¢des hostis podem
extrapolar o ambiente de jogo e atingir outros espacos de interagéo
e influéncia cultural.

Em uma escala ainda mais ampla, Chatzakou et al. [2017] dis-
cutem o fendmeno conhecido como GamerGate [18], amplamente
considerado um marco na hostilidade dirigida a mulheres no ecos-
sistema dos jogos. Emergido em 2014, o movimento rapidamente se
revelou uma campanha de assédio sistematico direcionada a mulhe-
res desenvolvedoras, jornalistas e outras figuras publicas do setor.
Mais do que um episddio isolado, o GamerGate evidenciou o po-
tencial dos ecossistemas gamer para organizar e coordenar ataques
miséginos, sendo frequentemente apontado como um ponto de in-
flexdo na discusséo global sobre cultura dos jogos, assédio e discurso
de ddio online. Essa conjuntura é aprofundada pela obra Games
Girls Play, de Cunningham [2018], que investiga como meninas e
mulheres vivenciam os jogos e suas comunidades. A autora eviden-
cia que essas jogadoras enfrentam tanto barreiras explicitas (como
assédio e insultos diretos) quanto implicitas (como excluséo velada
e sub-representacdo em narrativas e papéis de destaque). Muitas
acabam recorrendo a estratégias de autoprotegéo ou abandonando
comunidades hostis.

Enquanto muitos estudos que se concentram majoritariamente
no contetudo téxico produzido pelos jogadores ou nos usuarios
envolvidos tanto como autores ou vitimas dos comportamentos
abusivos, Pimentel e Melo [2020] direcionam o foco para o proprio
sistema de jogo, analisando como elementos de game design po-
dem favorecer a toxicidade. Com base em fatores de desinibigio
toxica, os autores identificaram como mecanicas que estimulam
a excessiva individualizacio dos jogadores, o enfraquecimento de

4Acessivel em: https://www.metacritic.com/
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lagos de solidariedade e a indiferenca em rela¢do a comportamentos
nocivos contribuem para o agravamento de ofensas e conflitos, e
como ferramentas disponibilizadas pelos jogos sdo muitas vezes
ineficazes no combate da toxicidade. Esse enfoque amplia o debate
ao responsabilizar também as escolhas de arquitetura e design dos
jogos na formacéo de dindmicas comunitarias que podem estimular
ou mitigar comportamentos toxicos, conectando-se a uma linha de
pesquisa que propde olhar para o papel das plataformas e mecanicas
de jogo como agentes ativos na construcio de interagdes.

A persisténcia dessas tensdes sociais evidencia a necessidade
de compreender e também intervir de forma efetiva na cultura de
toxicidade dos jogos digitais. Nesse sentido, a reviséo sistematica de
Wijkstra et al. [2024] oferece uma contribuicio fundamental ao ma-
pear e analisar as principais propostas de mitigacdo da toxicidade
em jogos online. O estudo identifica uma predominancia de abor-
dagens punitivas na literatura, como sistemas de denuncia e bani-
mentos automaticos, mas argumenta que tais mecanismos, embora
necessarios, nao sao suficientes para promover mudangas culturais
duradouras. Os autores destacam a urgéncia de estratégias mais
holisticas e contextuais que envolvam, por exemplo, intervencdes de
design e programas de educac¢io comunitaria e apontam uma lacuna
critica: a maioria das solucdes propostas academicamente néo é
testada ou aplicada em cenarios reais, limitando sua eficacia pratica.

Apesar dos avangos nos estudos sobre discurso de ddio em jo-
gos digitais, a literatura ainda carece de uma visdo integrada. As
discussdes permanecem fragmentadas e sem uma articulagéo clara
sobre como plataformas, comunidades e intera¢cdes moldam o fend-
meno. Poucos trabalhos analisam como essas comunidades se estru-
turam, entretanto, compreender essas dinamicas é essencial para
revelar como poder e vieses circulam e favorecem a propagacio de
comportamentos toxicos e discursos hostis.

Este trabalho busca reduzir essa fragmentacéo ao mapear a pro-
ducdo cientifica nacional e internacional, com atencéo especial ao
contexto brasileiro — frequentemente negligenciado em revisdes
internacionais por barreiras linguisticas, limitacdes de indexacdo
e dispersdo em trabalhos isolados — por meio de uma revisdo de
escopo. Além disso, este trabalho busca ndo apenas sistematizar
onde e como o discurso de 6dio em jogos digitais tem sido estudado,
mas também exaltar a relevancia cultural e social desse campo, iden-
tificando as abordagens utilizadas para detecta-lo e as estratégias
propostas para mitiga-lo, de modo a oferecer uma viséo consolidada
e acessivel que contribua para o avango da area.

3 METODOLOGIA

Essa pesquisa consiste em uma revisdo de escopo, conduzida com
base nas diretrizes metodologicas propostas por Arksey e O’Malley
[2005]. Diferentemente de uma revisio sistematica da literatura
convencionalmente aplicada, essa abordagem possui carater mais
exploratorio e abrangente, sendo adequada para mapear e descrever
a literatura existente sobre um tema, identificar lacunas e tendén-
cias e responder a questdes de pesquisa menos especificas. Além
disso, seguiram-se as orientacdes as orientacdes de relato estabe-
lecidas pelo Preferred Reporting Items for Systematic Reviews and
Meta-Analyses extension for Scoping Reviews (PRISMA-ScR) [81]. O
processo metodoldgico adotado, ilustrado de forma resumida na
Figura 1, contemplou as seguintes etapas: i) formulacdo das questoes
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[Selegéo de bases] [ Busca inicial

Triagem manual ]

—b‘ Filtro ACM ﬁbl 221 registros |~

#

4>‘ Filtro IEEE —»l 167 registros |~
4>| Filtro Scopus —»l 923 registros |—

Google
Académico [ (toxic* OR harassx
OR hate* OR insultx
OR griefx OR trolx
OR offen* OR abusx)

AND (game* OR

gaming) ]
OR

[ (toxic* OR assedix
OR odi* OR insult#
OR grief* OR trolx
OR ofens* OR abusx)

AND (jog*)]

SBGames

IIII

4>‘ Filtro SBGames —»l 33 registros ’-‘

Registros
selecionados
N=1101

Aplicagdo de
critérios de
inclusdo e excluséo

Discussao entre
pares

Registros removidos antes
analise de contetdo (N=457)
- Registros duplicados (N=454)
- Registros retratados (N=3)

Registro
coletados
N=1458

SIM
| 49 registros

Figura 1: Fluxograma do processo de busca, filtragem e selecao dos estudos incluidos na revisio de escopo apresentada neste

estudo, adaptado ao formato PRISMA-ScR.

de pesquisa (Secéo 3.1); ii) selecdo dos repositérios utilizados para
a busca bibliografica (Secéo 3.2); iii) defini¢do dos termos de busca
(Secdo 3.3); iv) definicdo dos critérios de inclusdo (Secio 3.4); v) exe-
cucdo das buscas e recuperacéo dos registros (Secio 3.5); vi) triagem
dos documentos segundo os critérios estabelecidos (Secdo 3.6); e,
vii) analise dos vieses e limitacdes metodologicas (Se¢do 3.7).

3.1 Questdes de pesquisa

As questdes de pesquisa foram elaboradas para mapear como a
literatura cientifica tem abordado o fenémeno do discurso de 6dio
em jogos digitais, de modo a evidenciar tendéncias, lacunas e opor-
tunidades para futuras investigacdes. Especificamente, esta revisao
busca responder as seguintes questdes (QPs):

QP1: Quais ambientes e contextos tém sido foco das
analises de discurso de 6dio em jogos digitais?

QP2: Quais técnicas e abordagens tém sido utilizadas para
a deteccdo do discurso de 6dio nesses ambientes de jogos?
QP3: Quais propostas de intervencao tém sido discutidas
voltadas a mitigacéo do discurso de 6dio em jogos?

3.2 Selecao das bases para busca

Para garantir abrangéncia e representatividade na identificacao
dos estudos, foram selecionadas quatro bibliotecas eletronicas com
escopos complementares: IEEE Xplore, The ACM Full-Text Collection,
Scopus e a SBC-OpenLib. As bases IEEE Xplore e The ACM Full-Text
Collection foram priorizadas por concentrarem a producéo cienti-
fica de maior relevancia nas areas de computagéo, jogos digitais e
interacdo humano-computador. Nelas, sdo indexadas conferéncias e
periddicos onde sdo publicados, com maior frequéncia e impacto, es-
tudos sobre técnicas de detecgéo, analise e mitigacdo de toxicidade e
discurso de 6dio. De forma complementar, a Scopus foi incorporada

649

por sua ampla abrangéncia e carater multidisciplinar, possibilitando
a inclusao de estudos potencialmente relevantes que poderiam ser
excluidos caso apenas bases especializadas fossem consideradas.

A SBC-OpenLib (Biblioteca Digital da Sociedade Brasileira de
Computacio) foi incorporada com o objetivo garantir representati-
vidade da produgao nacional, uma vez que é o principal repositorio
de conferéncias brasileiras de Computacdo. Contudo, em contraste
com as bases internacionais, a recuperagio de trabalhos brasileiros
apresenta desafios especificos: sua indexacdo permanece incompleta
e os mecanismos de filtragem sdo limitados, de tal forma a com-
prometer a precisdo das buscas e fragmentar a area no pais. Diante
disso, se fez necessario a adocio de estratégias complementares para
assegurar a inclusio de estudos relevantes nacionalmente, como a
busca manual nos anais do SBGames — Simpdsio Brasileiro de Jogos
e Entretenimento Digital® —, principal evento nacional da 4rea. Essa
busca abrangeu as edi¢des anteriores a 2021, uma vez que essas
edi¢des nao estdo disponiveis em nenhuma base eletronica. Cabe
destacar que parte desse acervo permanece inacessivel, como no
caso dos anais do SBGames 2013, atualmente indisponiveis online.

Por fim, para ampliar a cobertura e reduzir o risco de omissao de
estudos relevantes que pudessem ter sido indexado em outras bases,
foi conduzida uma busca complementar no Google Académico®,
limitada as cinco primeiras paginas de resultados e utilizando os
termos definidos para a busca bibliografica. Essa abordagem combi-
nada visou assegurar maior abrangéncia e completude na recupera-
¢do dos estudos.

3.3 Definicao dos termos de busca

Conforme discutido anteriormente, a comunidade de jogadores ul-
trapassa os limites dos proprios jogos e, por essa razio, os termos

5 Acessivel em: https://www.sbgames.org/
6 Acessivel em: https:/scholar.google.com/
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Tabela 1: Critérios de inclusao e exclusiao adotados na triagem dos registros identificados na revisao de escopo.

# Inclusao

#  Exclusao

I.1 Publicagdes em portugués ou inglés;

L2 Artigos completos classificados como periédicos ou conferéncias;
1.3 Publicados entre janeiro de 2010 e maio de 2025;
1.4 Publicagdes na area da Computacio;

L5 Estudo discute manifestacdes de discurso de 6dio em jogos digitais
ou em comunidades gamer;
Estudos que contribuem para responder ao menos uma das pergun-

tas de pesquisa;

L6

E.1 Registros duplicados;

E.2 Registros retratados;

E.3 Foco em areas nio relacionadas, como Educacédo ou Saude;
E.4 Versdes preliminares de trabalhos completos;

E.5 Trabalhos em andamento (sem dados ou anélise concluida);
E.6 Estudo nio contribui para responder as perguntas de pesquisa;
E.7 Texto completo indisponivel;

de busca foram definidos de modo a abranger expressdes direta-
mente relacionadas ao discurso de 6dio, além de comportamentos
disruptivos que, ao serem contextualizados, funcionam como gati-
lhos ou desdobramentos dessas manifestacdes, mesmo em espagos
externos aos jogos, mas relacionados ao seu ecossistema. Tendo
isso em vista, e em acordo com os termos utilizados por Wijkstra et
al. [2024], foram incluidas palavras-chave relacionadas ao discurso
de 6dio e & comportamentos toxicos de maneira geral: “toxicidade”,
“assédio”, “0dio”, “insulto”, “griefing” 7 “troll” 8, “ofensas” e “abuso”.
Em relacdo ao contexto dos jogos, optou-se por nio incluir termos
que limitassem excessivamente o escopo, como “online”, “competi-
tivo”, “cooperativo”, “e-sport”, “MOBA” (Multiplayer Online Battle
Arena), “MMOG” (Massive Multiplayer Online Game) ou ou “FPS”
(First-person Shooter), de modo a garantir uma revisdo abrangente,
independente do tipo ou modalidade de jogo analisada.

Para maximizar o alcance das buscas e contemplar variagdes mor-
folégicas e flexdes verbais, foram empregados caracteres curinga
(wildcards). Essa estratégia permite que um unico termo de busca
abranja diferentes derivagdes lexicais. Por exemplo, ao utilizar “in-
sult*”, o mecanismo de busca pode recuperar varia¢des como “insul-
tado”, “insultar” e “insulto”, entre outras formas relacionadas. Tal
estratégia foi construida em duas versdes — uma em inglés e outra
em portugués — e ambas foram aplicadas em todas as bases consul-
tadas, limitando-se aos campos de titulo (title), resumo (abstract) e
palavras-chave (keywords). As strings finais foram:

Inglés: (toxic* OR harass* OR hatex OR insultx OR
grief* OR trol* OR offenx OR abus*) AND (gamex
OR gaming)

Portugués: (toxicx OR assedi* OR odi* OR insult=
OR griefx OR trolx OR ofensx OR abus*) AND (jogx*)

3.4 Definicio dos critérios de inclusao e
exclusao

A sele¢do dos estudos foi realizada por trés revisores independentes,
com base em critérios de incluséo e exclusio previamente definidos

ermo griefing refere-se a comportamentos intencionais adotados por jogadores
‘0t f tamentos int dotad d
com o objetivo de atrapalhar ou irritar outros participantes em um jogo, frequentemente
sem buscar vantagens competitivas [24].

80 termo troll é usado para descrever individuos que provocam, insultam ou
causam transtornos intencionais em interagdes online, seja para entreter a si mesmos,
desestabilizar outros jogadores ou gerar conflitos [22].
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conforme apresentado na Tabela 1. Esses critérios foram elaborados
de modo a garantir que os estudos analisados estivessem alinhados
aos objetivos da revisdo e as questdes de pesquisa, estabelecendo
um recorte que prioriza publicagdes da drea de Computagio capazes
de fornecer informacdes relevantes sobre a compreenséo, detecgio
e mitigacdo do discurso de 6dio em jogos digitais.

3.5 Execucio da busca

As duas versdes dos termos de busca foram adaptadas conforme a
sintaxe de cada base e utilizadas para recuperar documentos cuja
ocorréncia dos termos estivesse nos campos de titulo (title), resumo
(abstract) ou palavras-chave (keywords).

As buscas foram realizadas durante a segunda quinzena do més
de maio de 2025, sendo a ultima atualizagdo conduzida em 05 de
junho de 2025 e recuperou um total inicial de 8.040 registros. Todos
os registros foram importados para o Zotero Reference Manager®, um
gerenciador de referéncias gratuito e de codigo aberto que organiza,
armazena e formata citagdes e bibliografias, que identificou auto-
maticamente 8 itens retratados e 481 registros duplicados. Restaram,
portanto, 7.551 documentos tnicos.

Para otimizar a analise e reduzir o volume de registros a serem
avaliados manualmente, foram utilizados, quando disponiveis, fil-
tros automaticos oferecidos pelas proprias bases, sempre em ali-
nhamento com os critérios de inclusdo previamente definidos. As
buscas conduzidas de forma manual, como no caso dos anais do
SBGames e do Google Académico, ndo passaram por essa filtragem
automatizada. Ao final desse processo, que esta descrito a seguir,
foram selecionados 1.458 registros, dos quais 454 eram duplicados
e 3 foram retratados, sobrando, assim, 1.101 registros Gnicos!? para
analise manual.

3.5.1 Scopus. Por ser a base responsavel pelo maior volume de
resultados recuperados, foram aplicados multiplos filtros: intervalo
temporal (2010 a 2025, conforme 1.3), area do conhecimento (Ciéncia
da Computacio, conforme L.4), tipo, estagio e fonte dos documentos
(apenas artigos e trabalhos completos publicados em periddicos ou
anais de conferéncia, conforme 1.2), e idioma (inglés e portugués,
conforme 1.1). Essa etapa reduziu o total de 7.422 registros iniciais
para 923 documentos a serem analisados manualmente, excluindo
automaticamente 6.499 registros fora do escopo.

“Disponivel em: https://www.zotero.org/
10Fsses registros estdo listados em: https://www.zotero.org/groups/6064544/hate_
speech_in_digital games_-_w_filters.
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3.5.2 IEEE Xplore. Na IEEE Xplore, os filtros disponiveis eram
mais limitados em relagéo aos critérios de inclusdo definidos. Dessa
forma, foi definido o intervalo temporal (2010 a 2025, conforme 1.3)
e a selecdo exclusiva de registros classificados como Conferences e
Journals (conforme 1.2). Com isso, dos 204 registros inicialmente
recuperados, 38 foram excluidos automaticamente, resultando em
167 documentos para analise manual.

3.5.3 The ACM Full-Text Collection. Por se tratar de uma base
composta apenas por textos completos, a ACM Full-Text Collection
ja atendia ao critério relacionado a completude dos trabalhos (1.2).
Dessa forma, foi aplicado apenas o filtro de intervalo temporal (2010
a 2025, conforme 1.3). Dos 247 registros inicialmente recuperados,
26 foram eliminados automaticamente, restando 221 documentos
para a etapa de analise manual.

3.5.4 SBC-OpenLib. Na SBC-OpenlLib, a aplicacéo de filtros teve
impacto irrelevante sobre o conjunto de resultados. Embora tenha
sido utilizado o filtro de intervalo temporal (2010 a 2025, conforme
1.3), todos os 33 registros retornados inicialmente pela busca ja
atendiam a esse critério, ndo havendo redu¢io no volume inicial.

3.6 Triagem dos estudos

A partir desse conjunto, foi conduzida a triagem manual em malti-
plas fases. Na primeira delas, procedeu-se a analise dos titulos, com
foco na identificacio de registros que atendessem aos critérios de
idioma (I.1) e de alinhamento tematico com o escopo da reviséo (L5,
E.3). Essa filtragem resultou na excluséo criteriosa de 927 registros,
reduzindo o conjunto para 174 estudos. Em seguida, foi realizada
uma avaliacdo detalhada dos metadados — como a data e fonte da
publicacéo —, e dos resumos, complementada, quando necessario,
pela leitura das se¢des introdutérias dos textos, de modo a esclarecer
duavidas sobre a relevancia dos estudos e garantir a aplicagéo inte-
gral dos critérios estabelecidos (Tabela 1). Ao final desse processo,
foram selecionados 49 trabalhos que cumpriam todos os critérios
de incluséo e excluséo, os quais seguiram para a leitura completa.
Apbs o fim da triagem, os resultados foram discutidos entre os
revisores para validacdo das decisdes e resolucio de divergéncias,
assegurando a consisténcia do processo antes do avango para a
etapa de analise.

3.7 Avaliacio de viés

Embora existam limita¢des metodologicas inerentes as decisdes ao
longo desta revisdo, cada uma delas foi tomada com base em obje-
tivos estratégicos. A limitagdo a estudos publicados em portugués
e inglés, por exemplo, pode ter levado a excluséo de trabalhos rele-
vantes publicados em outros idiomas. No entanto, essa escolha bus-
cou contemplar a literatura internacional predominante, a0 mesmo
tempo em que ampliava a visibilidade de pesquisas desenvolvidas
no contexto brasileiro, principalmente considerando a relevancia
do tema no cenario nacional.

De maneira semelhante, a opgéo por considerar apenas artigos
completos publicados em periddicos ou anais de conferéncias levou
a exclusdo de teses, dissertacdes e outros tipos de publicacdes que
poderiam trazer contribuicdes relevantes. No entanto, grande parte
dessas produgdes académicas, especialmente as de maior impacto,
costuma ser convertida em artigos cientificos, o que permite que
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Figura 2: Distribuicio temporal dos estudos incluidos na re-
visdo, indicando o niimero de publicacdes por ano e o per-
centual acumulado no periodo analisado.

seus principais resultados sejam contemplados por meio das publi-
cacOes indexadas incluidas nesta revisdo.

Conforme mencionado na Secdo 3.5, outra limitacdo potencial
decorre da escolha das bases consultadas. Embora tenham sido
priorizadas quatro repositérios com ampla cobertura, optou-se por
ndo incluir bases como Web of Science e Elsevier. Para mitigar o risco
de omissédo de estudos relevantes que pudessem estar indexados
nessas e em outras fontes, foi realizada uma busca complementar
no Google Académico, o que amplia a cobertura, mas néo elimina
completamente a possibilidade de perdas.

Por fim, embora o processo de triagem e selecdo tenha sido con-
duzido por trés revisores, é possivel que interpretacdes individuais
tenham influenciado decisdes pontuais. Para mitigar esse viés, di-
vergéncias foram discutidas coletivamente até que se alcancasse
consenso, assegurando maior consisténcia ao processo de selecéo.

4 RESULTADOS E DISCUSSOES

Esta secdo apresenta os resultados obtidos apés a aplicacio das eta-
pas de filtragem e triagem descritas na Secéo 3. A listagem completa
dos registros selecionados encontra-se na Tabela 2, contendo titulo,
autores, ano de publicacido e nimero de citacdes (coletado durante
o periodo de realizacdo da revisdo de escopo).

Inicialmente, sdo exploradas caracteristicas gerais dos estudos
selecionados, incluindo a distribuicio temporal das publicagdes, a
recorréncia de autores e outros aspectos relacionados aos metada-
dos. Em seguida, sdo discutidas as trés questdes de pesquisa que
guiam o trabalho, abordando os jogos e plataformas mais investiga-
dos, os métodos utilizados para deteccdo do discurso de 6dio e as
principais propostas de intervencéo identificadas na literatura. Por
fim, temos as lacunas e oportunidades de pesquisa identificadas.

Além disso, para facilitar a sintese e organizacdo dos achados
desta revisdo de escopo, ao efetuar essa analise, os estudos foram
categorizados tematicamente em relacio a cada uma das questdes de
pesquisa, conforme ilustrado na Figura 4, e explicado em suas secoes
correspondentes. Esta divisdo hierarquica facilita a compreensdo
do panorama obtido e permite visualizar, de forma integrada, os
principais ambientes analisados, as abordagens utilizadas para de-
teccdo de toxicidade e as propostas de intervengio discutidas na
literatura, possibilitando identificar padrdes, sobreposicdes e lacu-
nas nas investigacoes.
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Tabela 2: Sumario dos estudos selecionados apos o processo de triagem.

Ref. Titulo Autor(es) Ano Citagoes
[73]  Deception in Video Games: Examining Varieties of Griefing Rubim e Camm 2013 52
[9] STFU NOOB! Predicting Crowdsourced Decisions on Toxic Behavior in Online Games Blackburn e Kwak 2014 242
[4] Automatic Analysis and Identification of Verbal Aggression and Abusive Behaviors For Online Social Games  Balci e Salah 2014 94
[47]  Linguistic Analysis of Toxic Behavior in an Online Video Game Kwak e Blackburn 2015 143
[48]  Exploring Cyberbullying and Other Toxic Behavior in Team Competition Online Games Kwak et al. 2015 425
[52]  Toxicity Detection in Multiplayer Online Games Martens et al. 2015 154
[7] Jogo Sujo: Violéncia Verbal e Liberdade de Expressdo nos Games Bernardes et al. 2016 1
[37] Why do Teammates Hate Me? Cross-cultural Tensions and Social Dynamics in Online Games Jiang e Yarosh 2016 4
[31] Calm down buddy! It’s just a game: Behavioral Patterns Observed Among Teamwork MMO Participants in  Esmaeili e Woods 2016 18
WARGAMING’s World of Tanks
[58]  Studying Toxic Behavior Influence and Player Chat in an Online Video Game Neto et al. 2017 105
[17]  Hate is not Binary: Studying Abusive Behavior of #GamerGate on Twitter Chatzakou et al. 2017 109
[25]  Relating Conversational Topics and Toxic Behavior Effects in a MOBA Game Neto e Becker 2018 66
[78]  “A pure meritocracy blind to identity”: Exploring the Online Responses to All-Female Teams in Reddit Siutila e Havaste 2018 47
[54] Online Abuse and Age in Dota 2 Mattinen e Macey 2018 37
[26]  Front Line: Machismo nos Campos de Justi¢a do League of Legends Souza e Rost 2019 9
[76]  Exploring the Relationship Between Game Content and Culture-based Toxicity Sengiin et al. 2019 37
[21]  Cyberbullying Detection for Online Games Chat Logs Using Deep Learning Cornel et al. 2019 20
[20]  For Whom the Gamer Trolls: A Study of Trolling Interactions in the Online Gaming Context Cook et al. 2020 65
[77]  Viral Vitriol: Predictors and Contagion of Online Toxicity in World of Tanks Shen et al. 2020 123
[28]  Assessing Toxic Behaviour in Dead by Daylight Perceptions and Factors of Toxicity According to the Game’s  Deslauriers et al. 2020 31
Official Subreddit Contributors
[55] Toxic Teammates or Obscene Opponents? Influences of Cooperation and Competition on Hostility Between —McLean et al. 2020 28
Teammates and Opponents in an Online Game
[46]  Toxic Behaviors in Team-Based Competitive Gaming: The Case of League of Legends Kou 2020 175
[35] T'mjust trolling: The Role of Normative Beliefs in Aggressive Behaviour in Online Gaming Bruce e Neill 2020 190
[40] Towards a Unified Theory of Toxic Behavior in Video Games Kordyaka et al. 2020 168
[83]  See No Evil, Hear No Evil, Speak No Evil: How Collegiate Players Define, Experience and Cope with Toxicity — Turkay et al. 2020 143
[50] "Who are the Cyka Blyat?" How Empathy, Impulsivity, and Motivations to Play Predict Aggressive Behaviors =~ Lemercier-Dugarin et al. 2021 42
in Multiplayer Online Games
[42] Curing Toxicity — A Multi-method Approach Kordyaka e Kruse 2021 0
[36] The Mind Games Have Already Started: An In-Depth Examination of Trash Talking in Counter-Strike: Irwin et al. 2021 16
Global Offensive Esports Using Practice Theory
[41]  Exploring the Dark Side of Multiplayer Online Games: The Relationship Between Contact Experiences and  Kordyaka et al. 2022 4
Sexism
[70]  Feeling Good and In Control: In-Game Tools to Support Targets of Toxicity Reid et al. 2022 40
[69]  ‘Bad Vibrations’: Sensing Toxicity From In-Game Audio Features Reid et al. 2022 38
[56] A Campanha de Odio contra The Last of Us Part IT Melo e Pimentel 2022 3
[45]  Exploring the Relationship Between Offline Cultural Environments and Toxic Behavior Tendencies in ~ Kordyaka et al. 2023 34
Multiplayer Online Games
[44]  The Saliency of Dispositions: Personality Traits, Anger, and Aggression as Antecedents of Toxicity in ~Kordyaka et al. 2023 0
Multiplayer Online Battle Arena Games
[84]  Unveiling Identity Biases in Toxicity Detection: A Game-Focused Dataset and Reactivity Analysis Approach  Dorpe et al. 2023 4
[57]  Toxic Play: Examining the Issue of Hate Within Gaming Munn 2023 18
[43]  The Cycle of Toxicity: Exploring Relationships between Personality and Player Roles in Toxic Behavior in ~ Kordyaka et al. 2023 31
Multiplayer Online Battle Arena Games
[68]  Suspecting Sarcasm: How League of Legends Players Dismiss Positive Communication in Toxic Environments  Poeller et al. 2023 22
[30] Toxicity in Twitch Live Stream Chats: Towards Understanding the Impact of Gender, Size of Community Dreier e Pirker 2023 3
and Game Genre
[51]  “After All, They Don’t Know Me” Exploring the Psychological Mechanisms of Toxic Behavior in Online  Liu e Agur 2023 45
Games
[1] Towards Detecting Contextual Real-Time Toxicity for In-Game Chat Yang et al. 2023 7
[75]  “Creepy Towards My Avatar Body, Creepy Towards My Body”: How Women Experience and Manage Schulenberg et al. 2023 51
Harassment Risks in Social Virtual Reality
[82]  “Pro Gamers” & Cyberbullying: Workplace Bullying & Sexual Harassment in Professional Video Gaming  Trudgett-Klose e McLinton 2024 14
[72]  Quando as Avalia¢des Viram Bombas: Explorando a Dindmica do Review Bombing nos Jogos no Metacritic ~ Ribeiro et al. 2024 0
[2] Game On, Hate Off: A Study of Toxicity in Online Multiplayer Environments Yang et al. 2024 5
[39]  Challenges in Moderating Disruptive Player Behavior in Online Competitive Action Games Kocielnik et al. 2024 7
[49] Traumatizing or Just Annoying? Unveiling the Spectrum of Gamer Toxicity in the StarCraft Il Community  Laato et al. 2024 10
[86] How To Tame a Toxic Player? A Systematic Literature Review on Intervention Systems for Toxic Behaviors =~ Wijkstra et al. 2024 14
in Online Video Games
[38]  Toxicity or Prosociality?: Civic Value and Gaming Citizenship in Competitive Video Game Communities Kim e Ortiz 2024 2
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Figura 3: Analise dos ambientes explorados sobre toxicidade e 6dio em jogos.

4.1 Caracteristicas gerais

No conjunto de estudos analisados (Tabela 2), destacam-se autores
com presenca recorrente e impacto relevante na literatura. Bas-
tian Kordyaka é o nome mais frequente, com sete publicacdes sele-
cionadas [40-45, 49], que somam 247 citagdes. Samuli Laato aparece
em cinco trabalhos [41, 43-45, 49], com 79 cita¢des, enquanto Regan
L. Mandryk contribui com quatro artigos [68-70, 86], totalizando
114 citagdes. Jeremy Blackburn, também com quatro trabalhos se-
lecionados [9, 17, 47, 48], se destaca pelo impacto expressivo: seus
estudos acumulam 919 cita¢des, o maior numero observado, o que
sugere elevado reconhecimento e contribuigéo para a area.

A frequéncia desses nomes, associada ao volume de citagdes,
indica que os procedimentos de busca e sele¢io empregados foram
eficazes em identificar producdes cientificas representativas do
campo. Observa-se, ainda, a formacédo de redes de pesquisa con-
solidadas, exemplificada pela colaboragdo entre Laato e Kordyaka,
que assinam conjuntamente todos os trabalhos em que Laato figura
como autor [41, 43-45, 49].

Somado a isso, a Figura 2 apresenta a distribuicdo temporal dos
estudos selecionados, revelando uma concentracéo significativa
de publicacdes a partir de 2020. Esse dado pode refletir um cresci-
mento no interesse da comunidade cientifica pelas manifestagdes
de 6dio em ambientes digitais e dentre eles, os jogos, possivelmente
impulsionado por transformacdes sociais, culturais e tecnologicas
ocorridas nos ultimos anos [14].

Durante a pandemia de COVID-19, por exemplo, as restri¢des de
mobilidade e isolamento social levaram muitas pessoas a recorrer a
meios digitais tanto para manutencéo de vinculos afetivos quanto
para a busca de entretenimento, de forma que os jogos digitais pas-
saram a desempenhar um papel ainda mais central no cotidiano, pro-
movendo a interacdo social mediada por tecnologia e expandindo
significativamente o volume e a diversidade dos usuarios nesses es-
pacos [5, 61]. Esse crescimento pode ter contribuido para o aumento
da visibilidade e, possivelmente, da incidéncia de comportamentos
toxicos, a medida que novos publicos interagiam com culturas e
dinamicas ja estabelecidas nas comunidades de jogadores. Dessa
forma, a percepcéo desse fendmeno, tanto por jogadores quanto por
pesquisadores, pode ter sido um dos fatores que motivaram o cresci-
mento da producdo académica sobre o tema nos anos seguintes.

E relevante destacar, também, como os estudos revisados abor-
dam a relacdo entre os conceitos de discurso de ddio e toxicidade.
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A anélise realizada indica que, na maioria dos trabalhos que de-
finem esses termos, a toxicidade é utilizada como um conceito
mais abrangente, englobando diferentes comportamentos nocivos
nos ambientes de jogo — entre eles, o discurso de 6dio. Essa com-
preensdo mais ampla é observada em trabalhos como Blackburn e
Kwak [2014], Kordyaka et al. [2020], Kou [2020], entre outros.

Diante desse cenario, torna-se essencial compreender de forma
estruturada como o discurso de 6dio em jogos digitais tem sido estu-
dado. As proximas se¢des organizam os dados obtidos, respondendo
as perguntas de pesquisa que guiam esta revisao.

4.2 QP1: Ambientes e contextos analisados

A literatura sobre discurso de 6dio em jogos digitais pode ser or-
ganizada em dois grandes eixos de analise em relagdo ao ambiente
onde ocorrem: (i) os proprios jogos, enquanto espagos de interagéo
direta entre jogadores, e (ii) as plataformas digitais que orbitam esse
universo, como foruns, redes sociais e servicos de streaming. Ambos
os eixos estdo representados na secdo de Ambientes da Figura 4.

O primeiro eixo, com 37 artigos, correspondente aos jogos como
ilustrado na Figura 4, foca nas intera¢des que ocorrem dentro dos
proprios titulos. A Figura 3a ilustra os jogos mais analisados, que
sdo, em sua maioria, online, multijogador e competitivos — sete dos
oito titulos mais abordados compartilham esse perfil. Estudos como
Blackburn e Kawk [2014] e Kou [2020] refor¢am que a competicao
é uma das principais causas da alta toxicidade nesses jogos. Elas
evidenciam que a natureza competitiva dos jogos online cria um
ambiente propicio para o surgimento e a disseminac¢io de compor-
tamentos toxicos, frequentemente desencadeados por frustragéio,
expectativas ndo atendidas e a pressdo por resultados.

Entre esses jogos, destaca-se o League of Legends (LoL), que
aparece como o titulo mais investigado (19 artigos), sendo tema
de quase metade dos artigos revisados. Trata-se de um jogo do
género MOBA, com uma base massiva de jogadores e amplamente
reconhecido por sua comunidade marcada por comportamentos
toxicos. Além disso, outro fator que incentivou estudos sobre o jogo
foi o Tribunal League of Legends [63], uma iniciativa oficial da de-
senvolvedora Riot Games, que disponibilizava publicamente casos
de denuncias de conduta inadequada para julgamento pela propria
comunidade. Essa ferramenta, ativa até 2014, oferecia acesso estru-
turado as evidéncias de toxicidade, como registros de partidas e
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Ambientes

Deteccdo de Toxicidade
Codificagdo
Manual

Plataformas

Propostas de Intervengédo

[26] [56] [72] |} [45] [2] [26] |} [26] [78] [76] [2] [56] [72] |} [45] [54] [77] [2] [56] [54] || [26] [76] [77] [2] [26] [54] || [45] [26] [56] || [77] [44] [39] || [45] [76] [41]
[17] [78] [36] |} [56] [54] [20] |} [42] [36] [70] || [17] [20] [21] || [41] [44] [43] || [76] [77] [21] || [42] [41] [70] |} [41] [30] [57] || [70] [57] [1] [43] [68] [49] || [70] [84] [57]
[30] [69] [38] |1 [76] [77] [21] |} [49] [38] [28] || [30] [84] [1] [49] [38] [40] || [70] [44] [30] || [30] [57] [39] || [39] [68] [38] || [69] [43] [38] || [38] [25] [51] || [39] [58] [46]
[28] [46] [35] || [42] [36] [41] || [55] [46] [51] || [69] [39] [68] || [83] [82] [50] |} [84] [57] [1] [68] [49] [55] || [58] [35] [37] || [25] [46] [37] [9] [35] [83] || [73] [82] [75]
[37] [82] [44] [1] [69] || [48] [31] [40] |} [58] [25] [4] [69] [39] [43] i [58] [25] [46] || [40] (73] [82] || [40] [73] [83] || [52] [47]

[39] [43] [68] || [75] [9] [52] [47] [49] [55] [25] || [51] [9] [83] || [75] [47] [48]

[49] [38] [55] [46] [9] [47] 1} [52]

[58] [25] [46]

[4 71 [l

[48] [31] [35]

[37] [40] [73]

[83] [75] [52]

[47]

Relatos e Moderagéo Design de Jogos] Moderagéo Punigdes e
Questionarios | Automatizada Comunitaria Recompensas

Figura 4: Categorizacao tematica dos estudos selecionados nesta revisao de escopo segundo ambientes investigados, métodos
de detecciao de toxicidade e propostas de intervencao. Cada categoria principal é subdivida em subgrupos de acordo com

caracteristicas especificas dos estudos.

transcricdes de chat, o que facilitou significativamente a coleta de da-
dos por pesquisadores. Como resultado, o Tribunal foi amplamente
utilizado como fonte de dados em diversos estudos [9, 25, 47, 48, 58].

Uma excecdo a ser observada entre os jogos mais analisados é
The Last of Us Part II, da desenvolvedora Naughty Dog, o tnico titulo
da lista com jogabilidade para um jogador (singleplayer) e narra-
tiva linear. Diferentemente dos demais, sua presenca nos estudos
selecionados nio se deve a interacdes entre jogadores durante a
partida, mas sim a reacdo odiosa massiva da parte da comunidade
gamer em plataformas como Metacritic, Reddit'! e YouTube!?. Esse
jogo se tornou um caso emblematico de review bombing, sobretudo
contra suas personagens femininas, como Abby e Ellie, frequente-
mente alvo de discursos misoginos e transfébicos [56, 72], eviden-
ciando como jogos altamente narrativos também podem catalisar
discursos de 6dio, especialmente quando desconstroem esteredtipos
tradicionais de género, desafiando expectativas de parte do publico.

O segundo eixo, composto por 14 artigos e representado como
plataformas na Figura 4, foca nas plataformas digitais que orbitam
o ecossistema dos jogos digitais. Esses espacos, como redes sociais,
foruns e plataformas de streaming, que conforme mencionado ante-
riormente, podem funcionar como extensdes do ambiente de jogo.
A Figura 3b mostra que, embora esses ambientes sejam menos estu-
dados que os proprios jogos, ainda representam um foco relevante
de pesquisa [36, 82]. Entre as plataformas mais frequentemente
analisadas nos estudos sobre discurso de 6dio no contexto dos jo-
gos digitais, destacam-se: Twitter!? (6 artigos), Reddit (5 artigos)
e Twitch!'* (4 artigos). Twitter e Reddit j4 possuem um histérico
consolidado na literatura sobre discurso de 6dio [16, 53, 65, 71], 0
que favorece sua adoc¢do também em pesquisas voltadas ao universo
dos jogos digitais. Outro fator que influencia nos estudos sobre es-
sas redes sdo suas APIs — antigamente gratuitas e acessiveis, o que

1 Acessivel em: https://www.reddit.com/
12 Acessivel em: https://www.youtube.com/
13 Acessivel em: https://x.com/

14 Acessivel em: https://twitch.tv/
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facilitava a coleta de grandes volumes de dados textuais —, sendo
utilizadas em artigos como Chatzakou et al. [2017] e Kou [2020].

Neste contexto, destaca-se, entre os episddios analisados, o0 Gamer-
Gate, frequentemente citado como marco na discussio sobre cultura
gamer e discurso de 6dio online [17]. Além desses casos amplos,
estudos como Siutila e Havaste [2018], Deslauriers et al. [2020]
e Kou [2020], também se voltam para nichos mais especificos,
como os foruns do Reddit, também conhecidos como subreddits,
dedicados a jogos individuais, por exemplo, r/leagueoflegends®,
r/GlobalOffensive'® e r/deadbydaylight'’. Esses foruns funcionam
como micro comunidades, onde praticas toxicas e discursos odiosos
podem ser observados no dia-a-dia da interacéo entre jogadores.

Visando entender melhor quais tipos de dados séo utilizados na
analise do discurso de 6dio, foi realizada uma categorizacido manual
dos objetos de estudo e fonte de dados empregados pelos estudos
revisados (Figura 5). Foram identificadas cinco categorias princi-
pais: (i) comentarios, que incluem mensagens textuais extraidas de
foruns, chats e redes sociais; (ii) usuérios, referentes a informacdes
sobre os perfis ou comportamentos dos individuos criadores e alvos
deste tipo de conteudo; (iii) partidas, associado a dados relacionados
ao contexto das sessdes de jogo, como duracio, resultados e even-
tos ocorridos; (iv) participantes, no caso de estudos experimentais
ou observacionais com jogadores em ambientes controlados; (v)
entrevistas, quando utilizadas para captar percepgdes, experiéncias
e relatos subjetivos.

Analisando a Figura 5a, que apresenta os objetos de estudos mais
utilizados pelos pesquisadores, é possivel identificar duas vertentes
distintas nas abordagens dos estudos. A primeira é mais impessoal
e quantitativa. Pesquisas como as de Balci e Salah [2014], Kwak
e Blackburn [2015] e Yang et al. [2024] trabalham com grandes
volumes de dados objetivos, como comentarios, partidas, usuarios
e posts. Esses trabalhos utilizam algoritmos de aprendizado de

15 Acessivel em: https://www.reddit.com/r/leagueoflegends/
16 Acessivel em: https://www.reddit.com/r/GlobalOffensive/
17 Acessivel em: https://www.reddit.com/r/deadbydaylight/
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Figura 5: Analise dos objetos de estudos e fontes de dados utilizados pelos estudos.

maquina e técnicas de processamento de linguagem natural (NLP), A primeira e mais frequente forma de detecgéo de toxicidade
o que permite analises em larga escala, as vezes com menor sen- envolve modelos de Machine Learning (ML) e NLP, utilizados em
sibilidade as nuances contextuais. J4 a segunda vertente é mais 18 estudos. Esses trabalhos exploram uma variedade de métodos
qualitativa e subjetiva. Estudos como os de Kim e Ortiz [2024], Kor- supervisionados e ndo supervisionados, incluindo redes neurais pro-
dyaka et al. [2022], Laato et al. [2024] e Liu e Agur [2023] focam fundas, como Redes Neurais Convolucionais (Convolutional Neural
nas experiéncias humanas, utilizando dados coletados por meio de Networks, CNN) [21], Bidirectional Encoder Representation Trans-
entrevistas e interagdes com participantes. Esse tipo de abordagem former (BERT) [29] e Naive Bayes Point Machine [21]; modelos
permite compreender com mais profundidade os impactos sociais e classicos, como Maquinas de Vetores de Suporte (Support Vector
emocionais do discurso de 6dio, aspectos que dificilmente seriam Machines, SVM) [8] e Random Forests [12]; além de ferramentas
captados apenas por métricas textuais ou nimeros. especificas, como Perspective API'8, ToxBuster!'®, SentiStrength?®
Ao analisar a quantidade de dados utilizados em cada categoria, e LIWC?! (Linguistic Inquiry and Word Count) [2, 17, 21]. Algumas
conforme representado na Figura 5b, observa-se que os estudos abordagens incorporam ainda a analise de N-gramas, modelagem
nos quais sdo utilizados dados quantitativos tendem a operar com de topicos com LDA - do inglés, Latent Dirichlet Allocation —, ca-
volumes significativamente maiores. A mediana para o nimero de racteristicas semanticas e cronémicas, além de dados contextuais,
comentarios, por exemplo, é de aproximadamente 1 milhdo, com como metadados dos jogadores e histéricos de chat [1, 58, 72]. Tam-
alguns estudos como Kwak e Blackburn [2015] com mais de 50 bém sio utilizadas técnicas multimodais e analises de reatividade,
milhoes de comentarios. Por outro lado, estudos baseados em en- como no estudo que avalia o viés de identidade na detecgio de
trevistas e dados fornecidos diretamente por participantes operam toxicidade, por meio da construcdo de conjuntos de dados sintéticos
com volumes bem menores, geralmente entre dezenas e centenas e da medicdo da sensibilidade dos modelos a termos ambiguos [84].
de instancias [38, 40, 54, 75]. Essa diferenga reflete, além de estraté- Esses métodos demonstram alto potencial de escalabilidade e obje-
gias metodologicas distintas, desigualdades nas formas de coleta e tividade, embora enfrentem desafios como o viés algoritmico e a
disponibilidade dos dados. Estudos quantitativos frequentemente dificuldade em capturar ironias, sarcasmos e contextos sutis.
se beneficiam de coletas massivas por meio de APIs e técnicas de A segunda técnica de detec¢io destacada na Figura 4 refere-se
Web scraping. Ja os qualitativos, por dependerem de intera¢des hu- a técnicas qualitativas de deteccéo de toxicidade, presente em 16
manas, enfrentam maiores limitacdes em termos de escala, mas artigos. Essa categoria abrange métodos mais interpretativos, como
costumam ganhar em relacdo a qualidade dos relatos e especifi- codificacio manual, a anlise de contetdo, o close reading?®?, a
cidade dos dados levantados. Um exemplo atipico é o estudo de analise temaética reflexiva e indutiva, além de observagdes etno-
Poeller et al. [2023], que apresenta o maior numero de participantes graficas [38, 49, 78]. Em muitos casos, pesquisadores ou avalia-
entre os qualitativos, com 959 respostas. dores treinados analisam entrevistas, intera¢des em chats, videos

de sessdes de jogo ou dados observacionais, buscando interpre-
tar o contexto e os significados subjetivos expressos nas comu-
.. . . nicacdes [31, 38, 70]. Diversos estudos também combinam essas
4.3 QP2: Técnicas de deteccao utilizadas
Conforme representado na parte de detecgio de toxicidade na ca- . o
. 50 hiers . iad .. bord . Disponivel em: https://www.perspectiveapi.com/
tegorizagao hierarquica criada, as técnicas e abordagens que tem Disponivel em: https://github.com/ubisoft/ubisoft-laforge-toxbuster
sido utilizadas para a deteccdo do discurso de 6dio dentro do ambi- D Disponivel em: http://sentistrength.wlv.ac.uk/
entes de jogos nos estudos analisados se distribuem principalmente 2! Disponivel em: https://www.liwc.app/
~ . . . . . . 220 termo close reading se refere a leitura minuciosa e aprofundada dos textos,
entre trés categorias centrais: métodos computacionais, técnicas

voltada para a identificagdo de nuances linguisticas, estruturas discursivas e significados
qualitativas interpretativas e instrumentos baseados em autorrelato. implicitos [11].
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analises com escalas psicométricas ou classificacdes manuais reali-
zadas por jogadores, ou moderadores, como no sistema Tribunal,
mencionado anteriormente, que media julgamentos coletivos com
base em evidéncias comportamentais [42, 55]. Embora esse tipo
de abordagem seja eficaz na identificacdo de nuances e contextos
complexos, ela apresenta limita¢des em termos de escalabilidade.

Por fim, a terceira abordagem de relatos e questionarios repre-
sentada na Figura 4 envolve métodos baseados em questionarios
e autorrelato de forma mais indireta com a toxicidade, utilizados
em 12 estudos. Essa abordagem é frequentemente combinada com
entrevistas qualitativas e andlise tematica, com o objetivo de captar
as percepcdes subjetivas dos proprios jogadores sobre suas experi-
éncias com discurso de 6dio. Os instrumentos utilizados incluem
questionarios online, escalas validadas, como a UTTB - do inglés,
Unified Theory of Toxic Behavior —, que avalia o nivel de compreen-
sd0 e aceitacdo de comportamentos toxicos [45]. Além disso, sdo
empregadas outras escalas direcionadas a avaliacdo de atitudes
relacionadas ao sexismo, empatia e normas sociais em ambientes
digitais [41, 50, 83]. Esses métodos permitem um entendimento
aprofundado das vivéncias individuais e dos impactos emocionais
do discurso de ddio, sendo particularmente uteis para identificar
formas mais veladas e subjetivas de agressao.

4.4 QP3: Propostas de mitigacio discutidas

Além de estudar o fendmeno, entender as motivagdes e canais por
onde a toxicidade e discurso de 6dio acontece nos jogos, varios
estudos também propdem meios para combate desta pratica. Com
base na seccido de propostas de intervencio da Figura 4, os artigos
analisados abordam diversas estratégias de mitigacao do discurso
de 6dio em jogos digitais. As propostas foram agrupadas em seis
grandes categorias tematicas, conforme descrito a seguir.

A primeira e mais recorrente categoria da Figura 4 é a de modera-
cdo automatizada e ferramentas técnicas, contemplando 21 artigos.
Essas propostas sugerem a utilizacdo de inteligéncia artificial, apren-
dizado de maquina e sistemas hibridos para detectar e intervir sobre
comportamentos toéxicos em tempo real [1, 21, 49]. Sdo apresen-
tadas solucdes como benchmarks de viés voltados para jogos, que
identificam e mitigam falsos positivos em termos relacionados a
identidade — como raca, género e orientagio sexual —, modelos
preditivos, ferramentas de moderagao de chat, shadow bans — em
sua traducdo livre, bloqueios silenciosos —, extensdes de navega-
dor e penalidades automatizadas [9, 43, 69, 84]. Diversos trabalhos
propdem abordagens proativas, como alertas visuais a jogadores
potencialmente toxicos e bloqueios temporarios de comunicagéo
em momentos de conflito, visando reduzir a carga da moderacdo
humana e atuar preventivamente sobre surtos de toxicidade [1, 77].

A segunda categoria refere-se ao design de jogos e mecanicas
pro-sociais, abordada em 19 artigos. Ela destaca o papel do proprio
ambiente e estrutura dos jogos na prevencio de comportamentos
toxicos. As estratégias incluem ajustes no sistema de pareamento
de partidas, incentivos a formacdo de comunidades colaborativas,
design de funcionalidades voltadas ao reforco de empatia, mecanis-
mos de autorregula¢io e ferramentas emocionais [38, 41, 52, 76].
Também foram identificadas propostas centradas em ajustes de
design, como botdes de reconhecimento — “gostei” ou “elogiar” —

656

WebMedia’2025, Rio de Janeiro, Brazil

e reducdo do anonimato, promovendo a humanizacéo entre os jo-
gadores [42, 51].

A terceira categoria da Figura 4 é a moderagdo comunitaria, que
compreende 16 artigos e retne iniciativas que ampliam a partici-
pacdo dos proprios jogadores na identificacio e resposta ao discurso
de 6dio. Os estudos sugerem mecanismos de denuncia mais efi-
cientes, como os do tipo acumulativo, e pré-marcacéo de contetidos
toxicos por humanos [38, 69]. Também propdem o fortalecimento da
moderag¢do comunitaria voluntaria com revisdes coletivas — como
no sistema Tribunal —, além da adaptacéo de sistemas de dentncia
a diferentes culturas e normas locais [37, 48].

A quarta categoria apresentada na Figura 4 trata de educacéo e
conscientizacio, sendo discutida em 17 artigos. Nela, as propostas
vao desde campanhas educativas e programas formais, como o
Game Over Hate — uma iniciativa que visa combater o assédio em
jogos por meio de workshops, sensibilizacao dos jogadores e pro-
mogao de ambientes mais inclusivos — até a integracdo de normas de
conduta e comunicagdo saudavel no ecossistema dos jogos [57, 83].
Ha também foco no discurso de 6dio como forma de cyberbullying
e na promogdo de ambientes de jogo mais seguros e inclusivos
[82]. Estudos como Hilvert-Bruce e Neill [2020] sugerem a atuacio
conjunta de empresas, influenciadores e comunidade para fomentar
normas coletivas e praticas empaticas, bem como a educacdo sobre
temas como sexismo, responsabilidade individual e impacto das
palavras nos ambientes virtuais. A quinta categoria evidenciada na
Figura 4 aborda o uso de recompensas e punic¢des, com 14 artigos.
As propostas associam comportamentos positivos a recompensas
in-game — como progressio, bonus ou melhorias no matchmaking®
-, 20 mesmo tempo em que preveem punicdes graduais e pedagog-
icas, como silenciamentos, suspensdes e bloqueios automaticos
[43, 52, 70]. Destacam-se ainda iniciativas que personalizam as re-
spostas com base na personalidade ou historico do jogador, além do
estimulo a intervencdes positivas de observadores e medidas para
reabilitacdo de usuarios reincidentes [38, 44].

Por fim, a sexta categoria da Figura 4 trata de adaptacdes cul-
turais e inclusio, presente em 12 artigos. Ela aborda intervencdes
sensiveis as caracteristicas socioculturais dos jogadores. Isso in-
clui o combate a estereétipos no conteido dos jogos, a inclusio
de comunidades diversas no processo de design, e a adaptagio das
ferramentas de moderacéo a realidade geografica e cultural dos
servidores [45, 76]. Também séo discutidas estratégias voltadas a
equidade, como o enfrentamento de estruturas discriminatérias, a
educagdo sobre preconceitos de género e o desenvolvimento de fer-
ramentas contextualmente sensiveis [45, 75]. As propostas buscam
promover uma representacdo significativa nos espacos de jogo e
tornar as acdes de moderagio mais justas e inclusivas.

4.5 Oportunidades e Lacunas de Pesquisa

Os resultados sintetizam algumas lacunas recorrentes na literatura,
sendo a primeira delas a escassez de conjunto de dados abertos e
acessiveis. Dos 49 artigos analisados, apenas quatro disponibilizam
seus conjuntos de dados, e somente o estudo de Poeller et al. [2023]
oferece acesso totalmente publico. Os demais conjuntos [25, 39, 58]
exigem solicitagdes diretas aos autores. Essa limitacio compromete

B0 termo matchmaking se refere ao processo de pareamento de jogadores,
conectando dois ou mais participantes para compor uma partida em um jogo [15].



WebMedia’2025, Rio de Janeiro, Brazil

areplicabilidade dos estudos e dificulta a criacdo de benchmarks con-
sistentes para o discurso de ddio, restringindo o progresso colabora-
tivo da area, assim como a reprodutibilidade dos resultados obtido.

Além disso, ha uma caréncia na validacdo pratica das propostas
de intervencio: embora 38 dos 49 artigos (77.5%) apresentem suges-
toes concretas, nenhum deles implementa ou testa essas propostas
em ambientes reais. Isso revela um descompasso entre a formulagéo
tedrica das medidas e sua verificacdo empirica. Trabalhos como o de
Van Dorpe et al. [2023], que propdem metodologias experimentais
para avaliar vieses em classificadores, podem servir de modelo para
desenvolver protocolos de validacdo em contextos controlados ou
aplicados. Da mesma forma, o estudo de Wijkstra [2024] evidencia
que a maioria das propostas analisadas sdo de sistemas de modera-
¢do ainda ndo testados, enquanto apenas uma minoria corresponde
a avaliacdo de sistemas ja existentes, reforcando as observacdes
aqui apresentadas.

Além disso, ha plataformas centrais para a experiéncia gamer que
permanecem pouco exploradas na literatura sobre discurso de édio.
Um exemplo notavel é a Steam?*, atualmente a maior plataforma de
distribuicao digital de jogos do mundo, com ampla base de usuarios
e funcionalidades sociais como foruns, avalia¢des, grupos e perfis
publicos. Apesar de sua centralidade no ecossistema gamer, ndo foi
identificada em nenhum dos estudos revisados. O mesmo vale para
outras plataformas sub exploradas como Facebook??, Discord?,
Amino?” e Metacritic®, que embora pontualmente mencionadas,
ainda carecem de estudos sistematicos.

Por fim, observa-se uma baixa representatividade da producéo
cientifica nacional na area. Dos 49 trabalhos completos analisa-
dos, apenas 1 (2%) analisou diretamente o contexto brasileiro [26].
Mesmo com a relevancia do pais nessa industria, esse dado evi-
dencia a sub-representacdo dos jogadores brasileiros nos debates
internacionais sobre discurso de 6dio em jogos digitais. Essa lacuna
pode limitar a compreenséo de dindmicas especificas do contexto
sociocultural brasileiro, bem como a formulagio de estratégias lo-
calizadas de intervencio. Dada a relevancia crescente do tema e
a expressiva base de jogadores no pais, ha uma oportunidade im-
portante para ampliar a participag¢do da comunidade académica
nacional nesse campo de pesquisa.

5 CONSIDERACOES FINAIS

Esta revisdo de escopo mapeou sistematicamente a producéo cienti-
fica sobre toxicidade e discurso de 6dio em jogos digitais, analisando
49 estudos publicados entre 2010 e 2025. O levantamento evidencia
que a area tem se expandido de forma significativa, especialmente
ap6s 2020, acompanhando o crescimento da relevancia social e cul-
tural dos jogos como espacos de interacdo. Ainda assim, a pesquisa
sobre o tema permanece marcada por fragmentagdes e lacunas que
limitam sua consolidagao.

Entre as contribui¢des deste trabalho esté a sistematizacio de
aspectos-chave da literatura, incluindo os ambientes mais investiga-
dos — com destaque para jogos multijogador e competitivos, como
League of Legends e DOTA 2 - e a analise de plataformas comple-
mentares, como féruns, redes sociais e servicos de streaming, onde

24 Acesivel em: https://store.steampowered.com/
5 Acessivel em: https://www.facebook.com/

26 Acessivel em: https://www.discord.gg/

%7 Acessivel em: https://aminoapps.com/
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Twitter e Reddit se destacam. A revisdo identifica trés frentes para
a deteccdo de discurso de 6dio — modelos computacionais, analises
qualitativas e instrumentos de autorrelato. Essa diversidade revela
avangos importantes, além de limitacdes relacionadas a escalabili-
dade e a subjetividade. Por fim, a revisdo identifica seis categorias
predominantes de estratégias de mitigacio, que vio de solucdes
técnicas e automatizadas a acdes de conscientizagio e intervencgdes
no design dos jogos.

Ao mesmo tempo, o estudo destaca desafios centrais que a area
ainda enfrenta. Poucos trabalhos tornam seus conjuntos de dados
acessiveis, dificultando a replicabilidade e a criacdo de benchmarks
comparativos. A representatividade brasileira é limitada — apenas
um estudo analisava o contexto brasileiro, apesar do pais figurar
entre os dez maiores mercados gamer do mundo. Além disso, nota-se
um foco concentrado em certos ambientes (como MOBAs e redes
sociais especificas), enquanto plataformas amplamente utilizadas,
como a Steam, permanecem pouco exploradas.

O discurso de 6dio em jogos digitais se configura como um
fenémeno complexo, que transcende questdes técnicas e envolve
dimensdes sociais, culturais e psicologicas. Ao reunir e organizar a
literatura existente, esta revisdo contribui para um entendimento
mais integrado do campo e aponta caminhos para futuras investi-
gacdes. Espera-se que este mapeamento sirva como referéncia para
pesquisadores e como ponto de partida para iniciativas que pro-
movam ambientes de jogo mais inclusivos, diversos e acolhedores
para toda a comunidade de jogadores. Como continuidade deste
estudo, propde-se investigar contextos ainda pouco explorados,
podendo citar o cenario nacional e outras plataformas relevantes,
avaliar a efetividade de diferentes estratégias de mitigacéo e analisar
como fatores culturais e de design de jogo influenciam a ocorréncia
e a percepgao do discurso de 6dio.
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