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Figure 1: Video enrichment pipeline.

ABSTRACT
Video annotation is an activity that aims to supplement this type of
multimedia object with additional content or information about its
context, nature, content, quality and other aspects. These annota-
tions are the basis for building a variety of multimedia applications
for various purposes ranging from entertainment to security. Man-
ual annotation is a strategy that uses the intelligence and workforce
of people in the annotation process and is an alternative to cases
where automatic methods cannot be applied. However, manual
video annotation can be a costly process because as the content
to be annotated increases, so does the workload for annotating.
Crowdsourcing appears as a viable solution strategy in this con-
text because it relies on outsourcing the tasks to a multitude of
workers, who perform specific parts of the work in a distributed
way. However, as the complexity of required media annoyances
increases, it becomes necessary to employ skilled labor, or willing

In: II Concurso de Teses e Dissertações (CTD 2020), São Luís, Brasil. Anais Estendidos
do Simpósio Brasileiro de Sistemas Multimídia e Web (WebMedia). Porto Alegre:
Sociedade Brasileira de Computação, 2020.
© 2020 SBC – Sociedade Brasileira de Computação.
ISSN 2596-1683

to perform larger, more complicated, and more time-consuming
tasks. This makes it challenging to use crowdsourcing, as experts
demand higher pay, and recruiting tends to be a difficult activity.
In order to overcome this problem, strategies based on the decom-
position of the main problem into a set of simpler subtasks suitable
for crowdsourcing processes have emerged. These smaller tasks
are organized in a workflow so that the execution process can be
formalized and controlled. In this sense, this thesis aims to present
a new framework that allows the use of crowdsourcing to create
applications that require complex video annotation tasks. The devel-
oped framework considers the whole process from the definition of
the problem and the decomposition of the tasks, until the construc-
tion, execution, and management of the workflow. This framework,
called CrowdWaterfall, contemplates the strengths of current pro-
posals, incorporating new concepts, techniques, and resources to
overcome some of its limitations.
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1 INTRODUCTION
This article presents an overview of the results obtained in the thesis
defended at the Informatics Postgraduate Program of the Federal
University of Espírito Santo (PPGI / UFES) in October 2, 2019. The
work was developed byMarcello N. Amorim, over 48 months, under
the guidance of professor Celso A. S. Santos in collaboration with
professor Orivaldo L. Tavares.

Video annotation is a process that aims to supplement this type
of multimedia object with metadata that describes its content, con-
text, characteristics, quality, user evaluation, that classifies them,
or that associates videos with other media artifacts[11]. This sup-
plementary information can be used to facilitate the work of users
and systems that handle annotated items. The annotation serves
to highlight points of interest and add information to presented
content[5, 10], facilitating the distribution, indexing, summary, nav-
igation and composition of multimedia content.

The systems that require annotated videos have different degrees
of complexity and sophistication, ranging from simple search bases
to sophisticated object tracking systems throughout videos. This
is natural, since media annotation is a resource used to provide
information to the system, which can use this information for dif-
ferent types of processing. This observation is essential to delimit
the scope of the project, which is the process of generating the
annotations, and not their later use.

However, video is a very expressive type of media, capable of
carrying a high density semantic load since short videos are capable
of transmitting large amounts of information. This characteristic
makes the activities necessary for the annotation of videos tend
to be costly, both concerning the time needed and the nature of
the tasks necessary to perform the annotation. This cost is not so
noticeable in cases where the volume of video to be recorded is not
significant, but it becomes evident as this volume increases. The
demand for annotation of large video datasets motivated the search
for automatic annotation methods.

The automation of activities of this nature brings different bene-
fits, ranging from the possibility of automating the entire annotation
process to reducing costs with people trained to carry out the nec-
essary tasks. As the complexity of the annotation tasks increases,
the degree of training of the people needed to perform them also
tends to increase, which also increases the cost of video annota-
tion as well as the difficulty in being able to find people with the
requirements.

Automatic methods are an interesting option to solve the prob-
lem, however they cannot be applied in all scenarios. Pal et al. pre-
sented a case study that exemplifies how to use automatic methods
for video annotation [7]. The presented method identifies segmen-
tation points in a video based on the similarity between the frames.
In cases where it is possible to describe objectively what should be
noted, it is possible to use automatic methods based on similarity
or pattern recognition, but in the problems addressed in this thesis,
the notes are related to subjective criteria that cannot be clearly
described.

There are cases in which it is not possible to describe exactly the
sequence of steps required, or what should be observed in the video
during the annotation activities, making it impossible to create
algorithms to automate the process. Even Machine Learning (ML)

systems, which are known for their ability to learn by example, face
difficulties in applying in some scenarios since there is no training
data for all cases. Besides, when there is a change of context, it is
necessary to update the ML models so that they can work correctly,
and this restricts the application of this type of system to some
domains for which training data exist.

The study presented by Abbas et al. pointed out challenges that
still need to be overcome by the deep learning algorithms (from
the English Deep Learning (DL) in the context of the analysis of
scenes in videos [1]. One of the challenges described is the diffi-
culty to computationally model the way the human being can deal
with real-world situations such as occlusion of objects, changes in
scenarios, and even geometric transformations. These are examples
of situations that make some activities trivial for humans, but dif-
ficult for machines. Another problem presented was the difficulty
in obtaining appropriate training dataset for certain application
scenarios The scarcity of these example bases is a limiting factor
for ML The limiting factors identified in the study are present in
the human computing problems addressed in this thesis, so that
the methods based on DL find it difficult to resolve them.

The study of the literature revealed that, so far, video annotation
tasks that require human characteristics such as empathy, sensitiv-
ity, subjectivity and intuition still require work from people, and
depending on the complexity of the task, or the degree of refinement
of the annotations increases , it is necessary to employ increasingly
specialized people. It is worth mentioning that the work of spe-
cialists tends to be expensive, and it is difficult to find qualified
personnel in various activities, such as in the case of interpreters
of LIBRAS (Brazilian Sign Language).

Crowdsourcing is a strategy that stands out in this scenario
since it consists of outsourcing the execution of tasks to a crowd of
workers, who can even be anonymous and non-specialized. Work-
ers’ contributions are processed and aggregated using different
statistical-based algorithms to generate similar, equivalent, com-
plementary results, or with acceptance similar to those that would
be generated by specialists. This can be seen in the article [4], in
which crowdsourcing was used to generate multimedia presenta-
tions based on video annotation.

The use of crowdsourcing in this type of application is based on
two other concepts: human computing and crowd wisdom. Human
Computation (HC) is a paradigm introduced by Von Ahn and con-
sists of identifying in a process which are the tasks that require
human intelligence to be performed. In turn, the concept ofWisdom
of Crowds (WoC), introduced by defines how workers’ contribu-
tions can be aggregated to produce results that represent common
sense, similar to what was approached, on a more conceptual level,
by writing about the development of knowledge in collaborative
systems.

2 MOTIVATION
Video annotation is an activity that, in a centralized approach, takes
considerable time and effort from an annotator. Even workgroups
face problems annotating longer video content. In this scenario,
distributed approaches are an alternative to circumvent the high
effort required for manual media annotations[8].
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Regarding the work dynamics, the distributed processes for video
annotation can be cooperative or collaborative. In collaborative dy-
namics, note-takers work (work) together to solve themain problem
while, in a cooperative approach, each individual solves part of the
main problem, operating together to produce a final result, in a
Divide and Conquer[6]. Both work dynamics can be used for media
annotation, presenting different advantages, disadvantages, and
requirements to be applied.

Due to the possibility of parallelizing the annotation process, and
because it demands less from the participants by allowing them to
annotate smaller media segments, it was decided that the strategy
adopted in this research will use a cooperative work dynamic. The
approach was chosen to operationalize the crowdsourcing process,
which defines an efficient strategy to outsource, for a multitude of
workers, tasks that expand human intelligence, aggregating contri-
butions in a final result, which allows recording large amounts of
video objects[12].

However, the generation of complex video annotations tends
to demand large or complex tasks, in which it is necessary to an-
notate several aspects of a media object, as well as to relate and
contextualize the annotations. This type of task requires the work
of specialists or people who are willing to receive training or devote
more time and effort to carrying out the task. Thus, it is important
to define a strategy to reshape the problems that require complex
video annotation tasks, so that they can be solved through a set of
simple and easy tasks, which can be distributed and performed by
a multitude of collaborators, not necessarily specialized.

3 OBJECTIVE
This thesis aims to present a way to apply crowdsourcing and HC
to complex video annotation tasks that require human intelligence.
One way found to develop a framework that allows you to remodel
these complex task is a workflow of small and simple tasks. These
simple tasks can then be performed, quickly and easily, by unskilled
people and without the need for considerable training or qualifica-
tion. A workflow represents the order in which a set of tasks must
be performed to automate a process.

For organizational purposes, the formalization of the process
and computational resources will be listed as specific objectives:
(OB1) define the activities, phases, and roles involved in the process
in order to make operational the proposed framework, as well as
presenting a formal workflow for it, and (OB2) develop a software
environment that provides computational support for the execution
of the workflow associated with the crowdsourcing process.

The specific objective OB1 aims to formalize a process that repre-
sents the roles, phases, and activities necessary to make operational
the proposed framework, as well as to present a workflow model
that is adequate to guide this process. Thus, it is expected to present
a formalized process and a workflow model that is capable of rep-
resenting crowdsourcing video applications that require complex
annotation tasks, based on a composition of microtasks, enabling
high-level specification and representation, control workflow, and
management of the crowdsourcing process.

The specific objective of OB2 is to develop the software resources
and algorithms necessary to filter and aggregate the contributions

throughout the proposed process, as well as to develop the compu-
tational resources necessary to execute it. The software resources
include the environment capable of supporting the execution of
the crowdsourcing process, including the tools that allow the tasks
to be carried out and the module responsible for monitoring and
managing the workflow.

4 RESEARCH QUESTIONS
To help understand the extent to which the objectives can be
achieved, there are two research questions that will be answered
based on the analysis of the problems treated in the case studies.

The first question (RQ1) is: can the video annotations obtained by
a crowdsourcing process based on a workflow of small and simple
tasks, performed by people who do not need to be experts, generate
results equivalent, or complementary, to those generated by large
or complex tasks performed by specialists?

The second question (RQ2) is: how can a crowdsourcing pro-
cess be formalized for the execution of complex video annotation
tasks, based on a well-defined workflow, with a description of the
activities, control points, and roles involved in the process?

5 CASE STUDIES
Three main case studies were carried out based on the framework
proposed in this thesis. Although these are different scenarios, ev-
eryone used the framework in the same way, as well as using the
same computational resources to execute each one. For each of the
case studies, a problem was selected that requires complex video
processing tasks, as well as requiring human intelligence for its ex-
ecution. Problems were chosen exclusively that demand subjective
tasks and that the final results must reflect the collective intelligence
captured by the members of the crowd. Thus, the tasks necessary
to solve the problems addressed in the case studies, although triv-
ial for human beings, can be considered as difficult for automatic
methods. One of the criteria for choosing case studies was that
automatic solutions that could solve them were not available so far.
Thus, the framework used does not present itself as a competitor
to automatic methods, but as an option for solving problems for
which these methods are not available or are not suitable. The case
studies used different numbers of crowdsourcing tasks, as well as
produced results in different formats.

The first case used four different tasks to produce videos en-
riched with multimedia features by adding additional content and
navigation on raw videos [2]. The second case used two different
tasks to analyze videos and produce MPEG-V file with metadata
about sensory effects of wind and vibration [3]. The third case
used two different tasks to produce, from sign language videos,
accessible multimedia presentation with navigation on segmented
gestures.

To objectively assess the difference between the result obtained
in each case study, the Root Mean Square Error (RMSE) was used,
which is suitable for comparing a vector of values obtained with
a vector of reference values and provides a mean error value on
the same scale as the analyzed values. This error metric is usually
applied in crowdsourcing experiments [13].
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6 RESULTS AND DISCUSSION
In this thesis, a framework called CrowdWaterfall was presented,
which aims to facilitate the use of crowdsourcing and human com-
puting in the execution of complex annotation tasks in videos.
The attacked scenarios were those in which tasks require human
characteristics such as subjectivity, emotion, and empathy to be
performed.

The focus of the research was not to present a strategy concur-
rent to the work of the specialists but to provide a solution that can
be used when the work of the specialists is a limiting factor either
due to the associated cost or the difficulty in prospecting these pro-
fessionals. Similarly, the idea was not to present an alternative to
automatic methods, but a method capable of covering the scenarios
in which they encounter difficulties to be applied, either because
there are no annotated datasets to be used in training or because
there are no clear rules about how these notes could be produced
automatically.

The developed framework is based on a modular workflow in
which it is possible to insert crowdsourcing tasks, as well as tasks
performed by specialists or even by automatic methods, could be
added, there is no factor that prevents this type of task composition.
CrowdWaterfall uses the strategy of decomposing a complex video
annotation task into a workflowmade up of simple annotation tasks,
which are suitable to be performed in crowdsourcing campaigns. A
strategy was presented to perform the decomposition, as well as
the steps for defining workflows, were presented.

7 CONTRIBUTIONS
The main contribution of this thesis is the crowdsourcing frame-
work called CrowdWaterfall, which is based on the decomposition
of a complex video annotation task into a set of simple crowdsourc-
ing tasks, which are organized in a workflow that can be performed
to produce video annotations that traditionally require the work of
specialists. The simple tasks used to compose the workflow follow
the concept of micro-task and can be performed from crowdsourc-
ing campaigns by workers without specific qualifications or skills,
and without the need to dedicate significant time or effort. This
framework facilitates the use of crowdsourcing in a set of applica-
tions that require complex video annotation activities that require
the work of specialists to be carried out.

Another important contribution is the definition of the well-
structured workflow that is used in the presented process. This
workflow proved to be adequate to guide video annotation pro-
cesses, but nothing prevents it from being used in other crowd-
sourcing applications that require the use of multiple simple tasks.
The techniques and methods developed during the project are also
important contributions since they offer resources that can be useful
even for projects that do not use CrowdWaterfall.

Among these features, it is worth mentioning the possibility
of creating a separation between the crowdsourcing commercial
platform and the system responsible for managing the flow of
execution of the crowdsourcing process and the distribution of tasks.
This allows you to use commercial crowdsourcing platforms just to
recruit and reward workers. The division between the commercial
platform and the process execution environment allows collected
contributions and aggregated results to be stored exclusively in the

place where the owner deems appropriate. This allows companies
that deal with sensitive data to consider crowdsourcing as a possible
approach for their projects that use sensitive data.

Another contribution produced in this work is a solution for con-
trolling latency in crowdsourcing contributions. This functionality
is especially useful when it is necessary to speed up the process of
collecting contributions without giving up monitoring the conver-
gence of results in real-time.

The generalization of temporal aggregation methods for crowd-
sourcing tasks of annotating moments or intervals is also an im-
portant contribution since they can be reused in a large number of
very common tasks in crowdsourcing processes.

The strategy for monitoring and managing the crowdsourcing
workflow is a relevant contribution of this thesis since it provides
the means for the crowdsourcing process manager to monitor, in
real-time, the status of the result obtained and to control the work-
flow, either interrupting or resuming the process, whether by arbi-
trarily directing the execution flow to one of the tasks.

Finally, a software environment was created, called CrowdNoter,
which implements all the features mentioned in this section. This
environment is free and open, so it can be modified and used by
research groups or anyone who wants to implement crowdsourcing
processes based on a simple task workflow. CrowdNoter can con-
tribute to the popularization of this type of crowdsourcing process.
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