ABSTRACT
Methods based on Machine Learning have become state-of-the-art in various segments of computing, especially in the fields of computer vision, speech recognition, and natural language processing. Such methods, however, generally work best when applied to specific tasks in specific domains where large training datasets are available. This paper presents an overview of the state-of-the-art in the area of Deep Learning for Multimedia Content Analysis (image, audio, and video), and describe recent works that propose the integration of deep learning with symbolic AI reasoning. We draw a picture of the future by discussing envisaged use cases that address media understanding gaps which can be solved by the integration of machine learning and symbolic AI, the so-called Neuro-Symbolic integration.
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1 INTRODUCTION
Methods based on Machine Learning, in particular Deep Learning, have become state-of-the-art in various segments of computing, especially in the fields of computer vision, speech recognition, and natural language processing [3]. However, such methods generally work best when applied to specific tasks in domains where large training datasets are available. Ask a voice assistant something more complex than command and it will probably struggle. Recently, researchers began to investigate a new paradigm called Neuro-Symbolic AI aiming for the development of machines with “common sense” [30]. It tries to integrate methods from both Machine Learning (Neuro part) and Symbolic Reasoning (Symbolic part) fields.

According to Valiant [35], one of the key challenges for AI is the construction of integrated machine learning and reasoning mechanisms that can exhibit human-like cognitive behavior. In this way, researchers want AI to not only recognize objects or voice commands but also be able to understand what it sees/hears and apply reasoning to act accordingly. Figure 1 shows two examples of image captions generated by Deep Learning. Neural networks can correctly identify the key objects in a scene but they cannot completely understand how these objects relate to each other to produce the correct description of the image [22]. Such a problem is addressed by a neuro-symbolic approach from Maio et al. [26], called Concept Learner (NS-CL). It learns visual concepts, words, and semantic parsing of sentences while it builds an object-based scene representation and translates sentences into symbolic programs, allowing questions and answering about the elements of the scene.

In this position paper, we present an overview of the state-of-the-art in the field of Deep Learning for Multimedia Content Analysis (image, audio, and video), and describe recent works that propose their integration with more traditional forms of symbolic reasoning. In particular, we cite the Deep Reasoning Networks (DRNets), which combine both deep learning and reasoning to infer. They use logic and constraint reasoning to exploit the structure of a problem and extract prior knowledge. Then, we draw a picture of future vision by describing envisaged use cases that address media understanding gaps that can be solved by using neuro-symbolic methods.

The rest of this article is organized as follows. Section 2 describes state-of-the-art in both Multimedia Analysis using Deep Learning and neuro-symbolic methods. section 3 presents our future vision regarding Media Understanding. Finally, section 4 contains the final considerations.

2 STATE OF ART

2.1 Multimedia Content Analysis

2.1.1 Image Classification. In multimedia, the classification task consists of mapping media content into one or more distinct categories. Deep Learning architectures based on CNN’s (Convolutional neural network) or ConvNets have become the main method used for recognizing audiovisual patterns. Typically the training of CNNs is done in a supervised manner, and they are trained over datasets, which contains thousands/millions of media and related classes.
During training, CNNs learn the hierarchy of features that are applied to the input media so that it is possible to classify their content. Since the AlexNet [20] victory in the ImageNet 2012 challenge [31], new and more accurate CNN-based architectures have emerged. The SE-Net architecture (Squeeze-and-Excitation Network) [15] is state-of-the-art in the image classification task, obtaining 2.25% error top-5 at ImageNet 2017. SE-Net proposes a new type of block called SE, which improves the network’s power of representation by highlighting the interdependencies between the image channels and their features maps. For this, SE-Net uses a mechanism that allows the network to recalibrate features, through which it uses global information to emphasize the most informative features and suppress the features less useful.

2.1.2 Video Classification. Unlike images, videos have not only visual, but also contain auditory information. Current methods for classifying video generally consist of two stages: (1) CNNs, called backbones, are used to extract the audio-visual features from the video content; (2) After extraction, sophisticated methods for aggregating features such as NetVLAD [1] and NetFV [29] can be applied to undermine audio-visual features and perform classification. These methods achieve state-of-the-art performance on the YouTube-8M video classification task [32]. Currently, the video analysis community is devoted to classifying video at the segment level (i.e., temporally locate and classify the segments in the videos). Deep recurrent models such as LSTMs [14] and GRUs are commonly used for video segment classification as they are well suited to extract temporal features across time.

2.1.3 Action Recognition. Methods for action recognition on trimmed videos have achieved impressive results. For instance, [10] proposed a two-pathway model called SlowFast where one slow pathway is designed to capture static, spatial information and, a second fast pathway responsible for capturing motion, dynamic information. This method achieves state-of-the-art accuracy on the Kinetics-400 dataset [19] benchmark without any extra training data. However, in realistic problems, videos do not come temporally trimmed. Because of that, researchers have been giving increasing attention to the task of temporal action localization (TAL), which aims to predict the temporal boundary and label of actions in untrimmed videos. This is a very challenging setting because datasets for this task come with videos that may have a very long duration. Recently, self-supervised learning has caught the attention of the computer vision community due to its ability to learn informative features without human supervision. It works by designing an auxiliary task that labels can be self-annotated. For example, [5] proposed an auxiliary task that predicts temporal permutation for cross-domain videos to tackle the problem of Spatio-temporal variations for action segmentation. This self-supervised approach combined with MS-TCN has improved the MS-TCN stand-alone version accuracy on all three datasets 50Salads [33], GTEA [9] and Breakfast [21], and requires only 65% of the labeled training data for comparable performance.

2.1.4 Sentiment Analysis. The area of sentiment analysis is large and comprises many subtopics, such as the study of humans’ emotions regarding conversations, events, or in general [25]. It is a large area with many subtopics, as social media sentiment analysis, emotion recognition, polarity classification, etc. The multimodal data of a video consists of frames, audio, and audio transcript content. A dataset like IEMOCAP [2] contains all of these annotated data modules which enable a more consistent sentiment analysis in a video. Currently, the state-of-the-art for this dataset consists of extracting the transcription features through a CNN [18], the audio features through the openSMILE software [8], and the visual features through a 3D-CNN [17]. Using a bi-directional contextual LSTM (bc-LSTM) it is possible to convert each feature into a single format, concatenating and classifying them with another bc-LSTM. Reaching 76.1% accuracy of classification. Considering only the audio data, [7] reaches 66.9% weighted accuracy, using a CNN+LSTM approach. Finally, considering only the transcribed content, [23] reaches 60.84% accuracy using a strategy similar to a bi-directional LSTM.

Human emotions can be expressed through verbal or body language. Both may simulated though human intentionally acting, when try to suppress them or demonstrate another emotions [27]. In micro-expressions, mostly facial muscle movements contains a significant and effective amount of information about the true emotions felt at the moment of manifestation. Seeking the consistency of a sentiment analysis through micro-expressions, some datasets have already been produced that map universal emotions (happy, sad, anger, fear, surprise, disgust, and contempt) into spontaneous micro-expressions through video content [28]. Some spontaneous micro-expressions datasets include: SMIC [24], CASME [36], CASME II [38], and SAMM [6]. Only in this context, we can unite devot lines of research in computer vision, such as face detection, facial point mapping, temporal series classification, and semantic summarization.

2.2 Neuro-Symbolic Models

A few decades ago [13] started to discuss how the integration of both symbolic and connectionist AI could suppress the limitations of each paradigm. Some of these works [34] emphasized that connectionist approaches had a hard time capturing high-level cognitive processes, because most of these processes are structured and systematic, which contrasts with the characteristics of conventional neural network models. Moreover, symbolic models are capable of capturing a wide variety of intelligence and making inferences about the obtained information. However, the connectionist approach manages to obtain knowledge from training examples, due to its ability to generalize and represent complex and inaccurate knowledge [12]. The combination of these approaches aims to integrate two fundamental cognitive skills: the ability to learn from the environment and to reason over data [11]. This unified approach is called neuro-symbolic AI.

More recently, advances in neuro-symbolic AI have produced models capable of solving complex tasks. For example, Deep Reasoning Networks (DRNets) combine both deep learning and reasoning to infer crystal structures of materials from X-ray diffraction data under thermodynamic rules [4]. Along with an stochastic-gradient-based neural network optimization, DRNets use logic and constraint reasoning to exploit the structure of a problem and extract prior knowledge. In another unified approach, the Neuro-Symbolic Concept Learner (NS-CL) learns visual concepts, words, and semantic parsing of sentences [26]. NS-CL builds an object-based scene
representation and translates sentences into symbolic programs, allowing question and answering about the elements of the scene. Another work used a graph-based network module to detect action in videos, by reasoning over the temporal relations present in each video [16].

Despite the advances achieved by these models, some studies showed that most neuro-symbolic algorithms still struggle with understanding causal relations over time. For instance, Clever [39] cites that such algorithms perform poorly when they have to provide explanatory and predictive information. Such information refers to why something happened, and not only to notify that it did e.g. the actors are cold because previously they got out in the rain. These limitations show that there are still research gaps to address in favor of improving neuro-symbolic models.

3 FUTURE VISION

We present our future vision through six envisaged use cases:

**UC-01 Media Interpretation.** Media classification is a problem that has been extensively investigated for decades. Currently, benchmark models can categorize images, audio, and video into thousands of classes. However, machine learning alone is not suitable for scenarios where high-level human interpretation is needed, especially in content that involves irony, such as montages and internet MEMES. Figure 2 shows two antagonistic examples of internet MEMES about Donald Trump used in Twitter during the U.S. presidential election in 2016. Note that this type of content is common on the internet and is a common communication artifact among young people. Developing an AI model to interpret this type of content automatically involves recognizing entities (people, objects, etc.) present in the media and understanding how these recognized entities are related and what these relations mean.

**Figure 2: Antagonistic examples of internet MEMES about Donald Trump used in Twitter during the U.S. presidential election in 2016.**

**UC-02 Content-Aware Applications.** Understanding the meaning of media also opens up the opportunity for multimedia application development that explore the semantics of the content to perform synchronism. Imagine, for example, an intelligent advertising system that triggers an advertisement for a soccer brand when the audience watches a video clip that is in the context of interest of the brand (e.g. when the video’s presenter comments on soccer, or when a section of a person scoring a goal appears in a soccer game). The complexity of such an application goes beyond simple video classification or action recognition, as it requires a high degree of understanding about the context of the video scene.

**UC-03 Semantic Summarizing.** The objective of video summarization is to create a compact representation of a given video. Recently, researchers have been focusing on the task of query-focused video summarization. The work of [37] proposes a method called Convolutional Hierarchical Attention Network (CHAN) that selects important visual features and computes the similarity of them with a given query. Despite interesting results, this approach is not able to reason about high-level, contextual concepts present in queries, nor logical, temporal, or causal structures. Future systems with neuro-symbolic capabilities will be able to perform summarizations based on queries that understand complex reasoning tasks such as to cause and effect, entities, and relationships. For instance, given a video of a soccer match where player X is kicked out of game after repeated faults, a query such as “Summarize the reason player X was sent off” would demand a system that is capable of determining that the reason was because that player X received a red card and performed multiple faults in the game.

**UC-04 Sentiment Context Interpretation.** One way to go beyond the simple metadata generation of emotion classification is the semantics of media data (video, image, music). By knowing the context of data that generates a sentimental reaction, and being able to catalog them, we can learn how media data induce feelings in a person. For example, by knowing the contexts or elements in a film or publicity campaign that produces a certain emotion, we can use them to generate the desired effect on the target audience. The same method may also be used in conversation in call centers. It is possible to learn what attendant support actions and offered services will be a positive effect on consumers. A service that can signal to the attendant which behaviors or actions can lead the client to some emotional tension, considering that the attendant (person or bot) have no way to analyze these nuances of behavior.

**UC-05 Semantic Query in Video Classes.** Machine Learning tasks in video classes may capture a lot of audio-visual information such as who is the lecturer and labels considering his(er) speaking and used graphics. For instance, a video in which a professor is drawing equations can be tagged as Math class. In addition, the integration of the knowledge data related to teaching topics can support semantic queries over education videos, especially by relating video moments. For instance, it may help to locate the moment that a professor shows mathematical proof of an specific equation, e.g., Pythagora’s theorem, and from this link related information. Or it may recommend videos from the same professor in which topics presented, in a previous video, continue.

**UC-06 Music Understanding.** Some music lyrics require background knowledge to be better understood. This knowledge is strongly related to the genre and authors. Moreover, the music melody and rhythm can also have knowledge related to an author, a genre. The neuro-symbolic can help to integrate both pieces of knowledge and lead to a better understanding of music genres and improve search/recommendation tasks. For instance, in “Garota de Ipanema” song from Tom Jobim, the calm and simple rhythm of the “Bossa Nova” genre may be related to the bohemian and beachy attitude, popular in the Rio de Janeiro, the city where the Ipanema beach from the song is located. Another scenario would be to find references (through connected knowledge) for some authors in other music, to a better grouping or navigation through music with...
the same rhythm, similar melodies, same authors, and are address similar topics.

4 FINAL REMARKS

In this paper, we presented an overview of the state-of-the-art in the area of Deep Learning for multimedia content analysis (image, audio, and video) and described recent works that propose the integration of machine learning and Neuro-Symbolic methods. Then we draw a picture of the future regarding the Media Understanding by list a set of envisaged use cases. Our main research goal is exactly how enable Machine Learning use the structured knowledge bases and linked data that already exist to be able to solve problems that ML alone cannot solve.

The work is part of ongoing research that aims to improve Media Understanding by using recent Neuro-Symbolic AI. We mention as future evaluate the usage of such methods in FakeNews and DeepFakes datasets.
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