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Abstract
In this thesis, we aim at investigating the spread of informa-
tion, notably misinformation, on WhatsApp. We show how
WhatsApp enables the formation of a rich underlying net-
work that, while crossing the boundaries of existing groups,
have structural properties that favor information dissem-
ination at large. Next, we delve deeper into this network
to identify user communities, i.e., groupings of users who,
intentionally or not, share the same content disproportion-
ately often and characterize how such components could
affect information dissemination. By analyzing content shar-
ing and network topological properties focusing on three
perspectives (individuals, WhatsApp groups, user communi-
ties), our study offers valuable insights into how WhatsApp
users leverage the underlying network connecting different
groups to gain large reach in the spread of misinformation
in the platform.

Keywords: Misinformation, WhatsApp, User Behavior, Net-
work Analysis

1 Introduction
A topic that has attracted large interest in recent years is
the study of (mis)information dissemination, especially in
social media applications, exploring the underlying networks
that connect their users [15, 16, 18]. Indeed, it has been well
argued by [6] that online social networks are widely used
as tools for misinformation spread at large, with important
negative impact on the real world [1, 12].

In such context, WhatsApp emerged as an important plat-
form for information dissemination, reaching more than 2
billion users worldwide in 2020 1. Though originally designed
for exchanging messages, researchers have shown that it en-
ables the formation of rich underlying networks with struc-
tural properties similar to those observed in popular online
social networks [16]. These networks are fostered especially
1https://www.whatsapp.com/about/
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by the so called WhatsApp groups, which though limited
to only 256 simultaneous members, may have members in
common who act as bridges through which information can
cross group borders and spread through the environment at
large.

A few recent studies have hinted at the potential for infor-
mation virality by taking a bird’s eye view of the network
that emerges from (mis)information exchange in different
groups [3, 11, 12, 15, 16]. However, an investigation of the
properties of this network, which may reveal an underlying
structure that facilitates information dissemination is still
lacking. In this thesis, we take a step towards filling this gap
by analyzing (mis)information dissemination in WhatsApp
from a network perspective. In particular, we are interested
in investigating to which extent users in different groups,
intentionally or not, build communities of content spread,
which consistently help speeding up information dissemi-
nation within the platform. In order to achieve it, we build
a sequence of media-centric networks so as to capture the
relationships established among users who shared the same
piece of content (text, image, audio or video) in one or more
groups during pre-defined time windows.

Specifically, we tackle the following research questions:

• RQ1: Are there underlying structural user connec-
tions that favor information dissemination under the
WhatsApp platform?

• RQ2: What is the role that different user groupings
have in the spread of misinformation in the platform?

For RQ1, we will investigate the existence of underlying
user communities and if such structures could act as bridges
that spread content beyond the WhatsApp group boundaries
- facilitating information dissemination in the platform. In
its turn, for RQ2, we will investigate and characterize the
role that hierarchical components of the media-centricWhat-
sApp networks may play in content dissemination, notably
misinformation.
Towards tackling such goals we have performed several

analyses, summarized in the following key steps. First, we
constructed subsequent media-centric networks, extracted
the backbones and thenwe investigated underlying user com-
munities emerged and we assessed if such user groupings
extrapolate the WhatsApp groups’ boundaries. We highlight
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that, in our study, this underlying structure, namely the back-
bone, represents a subset of the network users with higher
indication of coordinated efforts for content dissemination.

Next, we performed a hierarchical network-oriented char-
acterization of user engagement in misinformation spread
from three perspectives: individual users, WhatsApp groups
and user communities. Furthermore, we characterized the
roles of the network periphery and backbone in terms of
misinformation content sharing and finally, we executed a
high level analysis of the temporal dynamics of the network.
To perform our investigation we used a dataset of What-

sApp messages gathered by [16]. For the misinformation
analysis, we used a previously built labeled dataset for im-
ages [16], text [15] and audios [7]. In summary, the dataset
covers six weeks around the 2018 general elections in Brazil
(1st and 2nd rounds in October 7th and 28th, respectively),
ranging from September 17th until October 28th in 2018. It
contains more than 100 thousand messages shared by around
5 thousand users per week on a selection of 155 groups.
The remainder of this paper is organized as follows. We

present our main contributions in Section 2, our related
work in Section 3 and the methodology followed during the
analysis in Section 4. Next, we present our main results in
Section 5, followed by our overall conclusion in Section 6.

2 Contributions
We summarize our main findings as follow. We observed
strongly connected user communities that cross WhatsApp
group boundaries. Ultimately, these communities may serve
as an indication of coordinated effort to spread the same
pieces of content. Next, we noted that the restrictions im-
posed by the platform on group size offer little constraints
in terms of content propagation throughout the platform,
reaching multiple groups and users. Furthermore, we per-
formed a hierarchical characterization of misinformation
dissemination, whereas we observed that a few of the users
are responsible for a large fraction of misinformation shared
per week and also for introducing more fresh content. This
was also observed at the group and community levels, while
the high misinformation sharing groupings tend to have
more members and thus reach a larger potential audience.
Another finding is that the network backbone often includes
the top misinformation sources while the network periphery
demonstrated a significant impact on the total volume shared
in the network. Finally, by analyzing the temporal evolution
of the network, we identified that the subset of users who
share misinformation is highly dynamic, varying a lot over
time. Yet, we noted that the subset of WhatsApp groups in
where the larger volume of the misinformation content was
shared tended to remain the same from week to week.

Our results are summarized in two papers [9, 10].

3 Related Work
WhatsApp attracted a large number of users in many coun-
tries, naturally followed by a number of studies [2, 4, 7, 15]
that rely on the existence of a large number of publicly accessi-
ble WhatsApp groups. Some researchers developed automatic
tools to expose, in an anonymized fashion, the content being
shared in WhatsApp groups [2, 4, 7, 13, 17].
Moreover, a number of studies analyzed the content and

propagation properties of messages containing content previ-
ously checked as fake by fact checking agencies, comparing
them against the properties of other (unchecked) messages
[3, 15, 16]. For example, the authors in [16] characterized
the dissemination of images containing information priorly
checked as fake, noticing that fake images spreadmuch faster,
reaching a much larger user population, compared to other
content. More recent studies followed a similar path but
focused on textual [15] and audio [7] content. In a com-
plementary direction, other work focused their efforts to
study and experiment with possible strategies to mitigate
the spread of misinformation on WhatsApp [8, 14].
The spread of misinformation has also raised concerned

on other social media platforms. For instance, Facebook and
Twitter have reportedly being abused for misinformation
spread since Unites States 2016 presidential elections [5].
Since then, both platforms applied distinct action plans to
try to mitigate the problem [1, 5].
In this thesis we complement prior analyses by perform-

ing a network-driven analysis information dissemination
in WhatsApp while considering a multimedia content shar-
ing perspective. To achieve it we carried out a hierarchical
characterization of the role of different network components,
notably user communities and backbone-periphery, with a
posterior focus in misinformation content spread. With this
novel perspective, we identified key aspects of the underly-
ing content dissemination network in WhatsApp that, in the
end, suggest a facilitated environment for misinformation
dissemination.

4 Methodology
Towards characterizing user participation in misinformation
spread on WhatsApp at different levels of aggregation, we
adopted a methodology consisting of 6 steps. Our starting
point (Step 1) is a dataset of messages shared in a number of
publicly accessible WhatsApp groups. Second, the dataset is
expanded with the labeling of a sample of messages contain-
ing text, audio and image content, as misinformation (Step
2). Third, we defined and constructed a sequence of media-
centric networks by connecting users who shared similar
content during given time intervals. We built multiple net-
works, enabling the study of (mis)information spread during
different (successive) snapshots of the platform (Step 3). Then,
for each network, we identified important components to
the study of information dissemination, notably the network

8



Analysis of the (Mis)information Dissemination Network in WhatsApp Anais Estendidos do WebMedia’2022, Curitiba, Brasil

(a) (b) (c)

Figure 1. Communities (a) Size, (b) Average Clustering Coefficient, (c) Group Coverage.

backbone and periphery (Step 4), as well as the communities
of nodes composing the backbone (Step 5). Finally, we ana-
lyzed the participation of users, groups and communities in
misinformation spread, focusing on both sharing properties
and topological characteristics of these entities with respect
to the defined networks and their main components (Step 6).

5 Results
Now, we summarize our results in two sections. First, we
describe our results regarding the observation and character-
ization of WhatsApp communities in Section 5.1. Next, we
focus on the hierarchical analysis of misinformation content
spread in Section 5.2.

5.1 Unveiling and Characterizing Communities
We first focus on the properties of the media co-sharing
networks.We observed a fairly stable number of around 2,000
of users over the weeks. Nevertheless, average node degree
was quite high (from 27 to 54), indicating that, on average, a
user shares similar content with many other users. After that,
we extracted the network backbones that consisted on from
114 to 338 users, and we noted that they have a reasonably
strong average clustering coefficient (ranging from 0.49 to
0.63) as well as large average degree (6.07 to 20.7). These
measures suggest well connected topologies and also hint at
the formation of communities.
Figure 1 provides an overview of different community

properties for all communities in all snapshots. Figure 1a
shows the sizes (in number of nodes) of the communities
identified in each snapshot (week), with each point repre-
senting a different community. We observe a great diversity
of community sizes, suggesting that the communities are dy-
namically built over time with variable number of users. We
also correlate community size with average clustering coeffi-
cient, which is a measure of internal connectivity. In Figure
1b we observe that most communities are strongly connected
(even the larger ones), as the vast majority of them have av-
erage clustering coefficient above 0.50. Thus, in essence, the
identified user communities are well structured, and, offer
clear indications of consistent user co-sharing activity. In

its turn, Figure 1c shows a scatter plot with community size
versus group coverage. There is a strong one-to-one rela-
tionship, in which the community size is strongly correlated
with the number of groups it reaches. For larger communi-
ties, the sizes often are greater than the number of groups
covered. These results suggest a broad reach in the ability
to disseminate information, since communities often have
members participating in multiple groups during the same
time period.

5.2 Hierarchical Analysis in Misinformation Spread
Now we outline the results for the hierarchical characteri-
zation of misinformation spread on WhatsApp in different
level of user aggregation for a single snapshot that refers to
one week in our analysis. We briefly summarize this charac-
terization in Figure 2. For the user level, we display in Figure
2a that the top-10 misinformation sharing users (curve A)
tend to share more misinformation content then the top-
10 message sharing users (curve B) and the the other users
(curve C). Furthermore, we illustrate in Figures 2b and 2c that
the high misinformation sharing groups and communities
(top 25% with highest level of misinformation sharing in red
lines) indeed holds a potentially larger audience.
Focusing on the backbone-periphery characterization of

the media co-sharing networks, we noted that often around
half of all users in the backbone shared some misinformation.
Furthermore, despite covering only around 15% of all users
in the network, the backbone nodes, who include most top
misinformation sources, are responsible for a great part of
all misinformation spread on the platform, with a clear dom-
inance in terms of content diversity. The strong co-sharing
behavior linking these users in the backbone suggests the
possibility of coordinated effort to gain audience scale. Re-
garding the periphery characterization, we noted a large
presence of users engaged in misinformation spread, though
with a lesser degree. Indeed, representing the other 85% of
the users in the network, they are responsible for a large
fraction (up to 68%) of all misinformation shared in the pe-
riod. Considering that the periphery mainly consists on users
that are less likely to be engaged in coordinating efforts, we
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Figure 2. Hierarchical misinformation spread as of (a) users, (b) WhatsApp groups, (c) communities.

highlight a considerable probability of having many of them
sharing misinformation while being unaware of it.

As of our temporal analysis, we observed that the individ-
ual users mostly engaged in misinformation spread change
drastically over time. Yet, they are frequently members of
the same groups.

6 Conclusion
We presented a multi-level characterization of (mis) informa-
tion dissemination in WhatsApp, with a particular focus on
the potential role of the media-centric network as a means
to gain content visibility and scale of dissemination. Our
analysis relied on dataset of multi-media messages shared in
publicly accessible WhatsApp groups in Brazil.
Our insights are novel and greatly complement the cur-

rent literature on WhatsApp and closely similar platforms
(e.g., Telegram). By looking at the problem from this per-
spective, we offer a new look into (mis)information spread
on a widely used application that servers as main means of
communication in many countries of the world.
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