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Abstract
The popularity of platforms for storing and transmitting
video content has created a substantial volume of video data.
Given a set of actors present in a video, generating metadata
with the temporal determination of the interval in which
each actor is present and their spatial 2D localization in each
frame in these intervals can facilitate video retrieval and
recommendation. In this work, we investigate Video Face
Clustering for this spatio-temporal localization of actors in
videos.We first describe our method for Video Face Clustering
in which we take advantage of face detection, embeddings,
and clustering methods to group similar faces of actors in dif-
ferent frames and provide the spatio-temporal localization of
them. Then, we explore, propose, and investigate innovative
applications of this spatio-temporal localization in three dif-
ferent tasks: (i) Video Face Recognition, (ii) Educational Video
Recommendation and (iii) Subtitles Positioning in 360-video.

Keywords: clustering, face recognition, video recommenda-
tion, 360-video, multimedia authoring

1 Introduction
In recent years, the popularity of platforms for storing and
transmitting video content has stimulated the production
of a massive volume of video data, establishing new habits
and leveraging new applications with innovative forms of
consumption of this kind of information. As an indication
of this huge production (and consumption) of data, in 2019,
more than one billion hours of YouTube videos were watched
per day.1
Generating metadata with (i) the identity information of

actors present, (ii) the temporal determination of the inter-
vals in which each of these actors is present, and (iii) their
spatial localization in each of the frames along these intervals
can facilitate video indexing, retrieval, recommendation and
a series of other tasks which might enhance the way people

1https://kinsta.com/blog/youtube-stats/
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interact and consume all this video data. Besides the identifi-
cation, (ii) and (iii) together are what we call Spatio-temporal
Localization.

In this dissertation, we investigate a method for the spatio-
temporal localization of actors in videos. Our expected con-
tribution is two-fold: (1) we propose a core process for the
spatio-temporal localization in which we take advantage
of face detection, embeddings, and clustering methods to
group similar faces (presumably from the same actors) along
with the frames, and (2) we further propose and explore the
innovative application of this localization in three different
practical and important tasks: Video Face Recognition, Edu-
cational Video Recommendation, and Subtitles Positioning in
360-video.

2 A Method For Video Face Clustering
This section describes the core of this dissertation, which is a
method for Video Face Clustering. It consists of detecting and
grouping faces from different video frames (ideally from the
same actors) extracted from a video file. Figure 1 depicts this
process, and each of its steps is described in the following
paragraphs.
First, we perform Frames Extraction by receiving a video

file as input and extracting its frames according to a given
frame rate. These frames are used as a set of images for the
next step.

The Face Detection step uses an object detection model for
detecting faces in each of its images. In our case, objects are
faces and, therefore, the face detection model is responsible
for returning the bounding boxes of the faces present in the
image, specified by the 𝑥 and𝑦 axes coordinates of the upper-
left corner and of the lower-right corner of the rectangle
that establishes the visual limits that encapsulate each face.
With these bounding boxes, we can isolate and extract the
bounded images, obtaining a dataset composed of images of
faces only.

The objective of the Embeddings Generation step is to rep-
resent each face image as a vector in R𝑛 . To achieve that, it
processes each of the faces generated in the previous step
through a CNN, generating embeddings. Ideally, an embed-
ding captures some semantics of the input, e.g., by placing
semantically similar inputs close together in the embedding
space. At the end of this step, we have all faces represented
as embeddings.
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Figure 1. Video face clustering process.

In the Clustering step, we group embeddings and, conse-
quently, faces that are close in the embedding space using a
clustering algorithm.
The clustering process should produce a partition of the

dataset, i.e., each generated cluster represents a specific per-
son, and the union of all clusters covers the whole dataset.
The following three sections describe the applications

we investigate in this dissertation. These three applications
propose novel approaches for tasks in video using spatio-
temporal localization of actors through Video Face Clustering.

3 Cluster-Matching-Based Method For
Video Face Recognition

This section describes the first application we investigated
using Video Face Clustering. We propose a cluster-matching-
based approach for video face recognition where face clus-
tering is used to group faces in both the face dataset and in
the target video (video face clustering). Consequently, classes
do not have to be previously known, and the effort spent
with annotations is significantly reduced — as it is done over
clusters instead of single images. Face recognition becomes
a task of comparing clusters from the dataset with those
extracted from images or video sources. Therefore, our ap-
proach is easily scalable. Our method intends to recognize
people in video using Video Face Clustering and a matching
heuristic. Figure 2 shows our proposed approach.
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Figure 2. Cluster-Matching based Method for Video Face
Recognition.

In our approach, we use Face Clustering in the images
dataset and the referenced video. Then, the clusters of the
images dataset are labeled. In the Labeling step, we assign la-
bels (identities) to represent the clusters. Using this pipeline,
instead of having to label every single face for constructing
a labeled dataset, it is only necessary to label each generated
cluster. Hence, the labeling complexity becomes a function
dependent on the number of clusters, which is at most as
great as the number of individuals. At the end of this step,
we have a dataset of Labeled Clusters.

Next, the Cluster Matching step receives the set of clus-
ters from the video and the set of labeled clusters, which is
used as a reference for recognizing the clusters (and conse-
quently the faces) in the video. We designed a method based
on cluster distance for performing this recognition using a
representative embedding for each cluster.
Our method can be used to generate metadata in video

files indicating the people that appear on them. Figure 3
shows the first 12 seconds of a video where two identified
Brazilian politicians are shown in each frame with their
respective colored clusters. The results of this application
were published at a relevant multimedia conference [2].

Figure 3. Timeline with tagged frames by their clusters of
registered people

4 Face-Clustering-Based Method for
Educational Video Recommendation

This section describes the second application we investi-
gated using our Video Face Clustering method. We propose
a recommender method based on the actor’s presence for
educational videos. In this case, the actors are lecturers (or
teachers, professors, etc.) presenting educational content on
video. For instance, if a student watches a video containing
lecturers A and B, our method recommends other videos con-
taining at least one of these lecturers. This method provides
an additional aid for educational recommender systems, al-
lowing them to use the presence of lecturers as a feature for
composing their recommendations.

20



Spatio-temporal Localization of Actors in Video/360-Video and its Applications Anais Estendidos do WebMedia’2022, Curitiba, Brasil

We first represent each video in the dataset of educational
videos by the clusters of lecturers present using Video Face
Clustering. Once we have all videos represented, we perform
the pipeline depicted in Figure 4.
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Video n Face Centroids
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Figure 4. Video Recommendation based on Lecturers Cen-
troids Clustering

First, we gather the centroids from the videos of the dataset
as one single set and perform the Centroids Clustering.

In doing that, we group centroids from the same lecturer
from different videos. For instance, in Figure 4, one can see
that the purple lecturer is present in both Videos 1 and 2,
while the orange lecturer is present in both Videos 2 and n.

Next, based on these relationships among different videos,
we perform Ranking by recommending videos in which lec-
turers of the current video are present. For doing that, we
compute a similarity score using the presence of the lecturers
in the current video and the presence of these same lecturers
in the other video so that the more lecturers they have in
common and the more they appear, the greatest this score
will be.

Finally, using this score, we compute a ranking for each
video with the greatest scores as the recommended videos.
By the end of this phase, we have a ranking of recommended
videos for each video in the dataset. It is important to notice
that our method is unsupervised and does not require the in-
formation of the lecturers in advance.We have also published
these results in a relevant multimedia conference [4].

5 Subtitles Positioning in 360-Videos
In [3], we proposed an authoring model for interactive 360-
video. In such a model, we can define interactive 360-videos
that are presented together with additional information, such
as images, text, subtitles, 2D traditional videos, and spatial
audio. We use polar coordinates to define the positioning
of such information, along with a start time and a duration.
For instance, we can define that a text moves with the user’s
head motion and is always visible or that such text is placed
at a fixed position if it is in the user’s field of view. In this
section, we describe how video face clustering can be used
with this authoring model for automatic subtitles positioning
in 360-video.
Nowadays, the most common way of representing and

transmitting 360-video is using equirectangular projection [5].
This kind of projection creates challenges for image process-
ing and computer vision algorithms, especially convolution-
based ones, because of the severe distortions in areas verti-
cally distant from the center of the image (see Figure 5). Due

to these distortions, we adapted the Face Detection step of
our method, which uses a traditional CNN.

Figure 5. Example of 360-image represented through
equirectangular projection.

In order to mitigate the problem of severe distortions
present in the equirectangular projection, we have used an
approach based on viewports extraction. Figure 6 shows this
process. Given an equirectangular image, which could also
be a frame from a 360-video, we first perform Viewports Ex-
traction. A viewport represents a portion of the 360-degree
scene, similar to when a picture is taken in the real world.
The picture represents the world from the point of view of a
specific direction. With these viewports, we aim to reduce
the distortions since we are representing the equirectangular
image with a series of standard images, similar to the ones
used by traditional CNNs. Next, we perform Face Detection
using a traditional CNN for each of these viewports. Hence,
for each viewport, we have a group of faces detected.
In the last step of our approach, called Mapping, we map

each face detected back to the equirectangular image.
Using these adaptations, we can apply video face clustering

in 360-videos. With this clustering, for each actor detected,
we generate a file containing his/her position (in polar coor-
dinates) for each point of time.. By doing so, we use these
files for defining the subtitles positioning using our author-
ing model. We have developed a player based on the Unity
Game Engine2 to support this model. We can also define a
more interactive setting in which the subtitles follow the
actors in the user’s viewport, which means that the user can
see them. When they are not visible, subtitles are presented
at the bottom center of the user’s viewport. Figure 7 shows
how this setting works. In Figure 7a, the subtitles are placed
close to the actor visible in the current user’s viewport.When
the actor is not visible, as shown in Figure 7b, the subtitles
are placed at the bottom of the user’s viewport. In this way,
the user does not lose the content present in the subtitles. A
video demonstration can also be seen on YouTube.3

6 Discussion
In this dissertation, we present a method for spatio-temporal
localization of actors based on Video Face Clustering. As part
of this method, we also define an algorithm for finding an
adequate number of clusters based on the silhouette score.
We investigate to what extent this method can be used as the
2https://github.com/TeleMidia/VR360Authoring
3https://youtu.be/lJKhgZl1Rc8
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Figure 6. 360-degree face detection process.

(a) Subtitles close to actors’ faces
when they are in the user’s view-
port.

(b) Subtitles positioning in the
bottom of user’s viewport other-
wise.

Figure 7. Dynamic subtitles positioning using video face
clustering and our authoring model.

core to leverage and enhance some innovative applications,
especially in three different practical and important tasks:
Video Face Recognition [2], Educational Video Recommenda-
tion [4], and Subtitles Positioning in 360-Video [3].

For theVideo Face Recognition, we propose a cluster-matching-
based approach, derived mainly from the characteristics of
our core Video Face Clustering method, which is very scal-
able since the effort spent with annotations is significantly
reduced — as it is done over clusters instead of single im-
ages. This method uses Video Face Clustering and a heuristic
for cluster matching to recognize people in videos. It has
achieved a recall of 99.435% and precision of 99.131% when
considering faces extracted from a set of 13 video files. As
another consequence of face clustering, our technique can
be helpful for creating and labeling datasets in a less time-
consuming way by labeling clusters instead of individual
images.

For the Educational Video Recommendation task, we inves-
tigate a new feature: the presence of specific lecturers, which
again is a direct result of the application of our core method.
After performing Video Face Clustering on each video, we ex-
tract their centroids to perform another clustering step that
creates a relationship of videos that share the presence of the
same lecturers. Finally, we rank the recommended videos
based on the amount of time that each lecturer is present.
Our method uses only the video files for performing recom-
mendations; no other information about these videos nor the
identity of the lecturers is necessary. It is worth mentioning
that we do not intend to substitute other video recommen-
dation methods. Instead, our application shows that if the
presence of lecturers is a relevant feature for educational
video recommendation, it can be used for this purpose with
a mAP value of 0.99.
For the Subtitles Positioning in 360-Video task, our main

contribution is the proposal of dynamic placement of subti-
tles based on the automatic localization of actors. To achieve
this goal, we adapted our spatio-temporal localizationmethod

to the 360-video setting and created an authoring model for
interactive 360-videos. Because of the severe distortions in
equirectangular 360-videos, we used an approach based on
viewports extraction for the face detection step of Video Face
Clustering. To evaluate this approach against the sole use of a
traditional CNN, we created a synthetic dataset by projecting
images from the FDDB benchmark [1] to equirectangular
backgrounds.
Moreover, we proposed an authoring model that allows

authors to design and create interactive 360 videos. The
proposed model is the result of the analysis of different
immersive 360 multimedia applications scenarios. Besides
supporting subtitles positioning in 360-videos, it also sup-
ports navigation among 360-videos, additional media, etc. In
summary, we highlight the following contributions of this
dissertation: (1) a method for video face recognition that
is easily scalable and helps in labeling images dataset; (2)
a method for educational video recommendation based on
the presence of lecturers; (3) method for face detection in
equirectangular 360-images that uses models pre-trained
with traditional images; (4) a synthetic dataset for face detec-
tion in equirectangular 360-images; (5) an authoring model
for interactive 360-videos; (6) a player for interactive 360-
videos; (7) an approach for automatic positioning subtitles
in 360-videos based on the actors’ positions;
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