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Abstract
Multi-class learning (MCL) methods perform Automatic Text
Classification (ATC), which requires labeling for all classes.
MCL fails when there is no well-defined class information
and requires a great effort in labeling. One-Class Learning
(OCL) can mitigate these limitations since the training only
has instances from one class, reducing the labeling effort and
making the ATC more appropriate for open-domain applica-
tions. However, OCL is more challenging due to the lack of
counterexamples. Even so, most studies use unimodal rep-
resentations, even though different domains contain other
information (modalities). Thus, this study proposes the Mul-
timodal Variational Autoencoder (MVAE) for OCL. MVAE is
a multimodal method that learns a new representation from
more than one modality, capturing the characteristics of the
interest class in an adequate way. MVAE explores semantic,
density, linguistic, and spatial information modalities. The
main contribution is a new multimodal method for represen-
tation learning on OCL scenarios considering few instances
to train with state-of-the-art results in three domains.

Keywords: Text Classification, One-Class Learning, Multi-
modal Variational Autoencoder

1 Introduction
ATC assigns a previously defined label in unlabeled textual
documents. MCL is a strategy for ATC. InMCL, the user must
know all classes of the problem and label documents for all
those classes in the training step, implying two limitations:
when the user does not label examples for all domain classes
and when a new domain class comes up. Thus, MCL requires
a greater effort to label the instances for each class [1].
One approach that mitigates some limitations presented

by the MCL is One-Class Learning (OCL) [2, 22]. OCL uses
only instances from one class to learn [22]. OCL will be able
to identify whether an instance belongs to the interest class,
reducing the labeling effort and being more appropriate for
open-domain applications or one-class applications [6, 10].
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The learning process is more challenging for the OCL
due to the lack of counterexamples. Even so, studies use the
traditional Bag-of-Words (BoW) technique [12, 16]. Other
studies explore dimensionality reduction techniques [8, 14].
Finally, studies used language models via neural networks
[17, 19]. This study highlights that the relatedwork generates
a representation focused on the text sentences. However,
domains contain other information useful for learning, such
as topics, geographic, and semantic information [11, 25].

Despite the benefits of representations generated through
multimodal learning [11, 15], using multimodality to rep-
resent texts in the OCL scenario is a gap in the literature.
Thus, this study has two research challenges related to mul-
timodal learning. First, obtain multimodal representations
suitable for OCL in ATC. Second, obtain these representa-
tions with few labeled instances. These research challenges
involve investigating appropriate representations to reduce
dependence on large interest training sets, outperforming
other representations commonly used in the OCL literature.
Given the research challenges, this study proposed the

Multimodal Variational Autoencoder (MVAE) for OCL.MVAE
is a representation learning method that learns a represen-
tation from multiple modalities through a neural network
based on VAEs that are generative models considered one of
the state-of-the-art for text representation learning [23, 24].
Moreover, another research goal is to analyze the proposal in
real-world applications with few labeled instances, such as
detecting fake news, relevant reviews, and events, to verify
the generalizability in different domains.
This study has two main contributions. First,MVAE for

OCL in ATC: the study proposes an MVAE architecture
that generates more suitable textual representations for OCL.
MVAE explores as modalities: (i) embeddings from the BERT
multilingual (semantic knowledge); (ii) density information
from the high-density regions; (iii) linguistic structure of
the texts; and (iv) geolocation data (latitude and longitude).
Second, MVAE in three real scenarios. The study detects
fake news [6, 7] and relevant app reviews [5] with MVAE
representations via BERT and density modalities. This study
also proposes MVAE for representing events considering
BERT, geolocation, and density modalities [9, 10]. MVAE
proved your robustness for scenarios with few labeled in-
stances in the three domains, reducing the labeling effort
and outperforming other representations methods.
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2 Multimodal Variational Autoencoder
MVAE is able to explore different modalities. This study
explores two main modalities: the DistilBERT [3] representa-
tion and a proposed modality for density representation. The
proposed density modality is a visual modality based on the
different topics of the interest class. Specifically, our proposal
explores clustering methods to identify high-density regions
from texts (topics). Then, the study extracts features from
each cluster through statistical measures that describe the
merits of the cluster structure.
Consider a clustering with 𝑘 clusters, i.e., D = 𝐶1 ∪

𝐶2,∪ · · · ∪ 𝐶𝑘 , in which 𝐶 𝑗 is a cluster of documents, and
2 ≤ 𝑘 < 𝑚. Then, the study applies the silhouette coeffi-
cient [18] in order to measure if a document belongs to a
single topic or contains mixed topics. The silhouette for a
document 𝑑𝑖 represented by the embeddings of BERT 𝝀𝑖 as-
signed to a cluster 𝐶 𝑗 is given by Equation 1. The silhouette
values range from -1 to +1. A high value indicates that a
document is well-matched to its cluster and weakly matched
to other clusters. We represent the density information by
concatenating silhouette values considering each document
in different clustering settings. Given 𝑢 different clustering
settings (different 𝑘s), Equation 2 shows Density modality.

𝑠 (𝒅𝑖 , 𝑘) = 𝛽 (𝝀𝑖 ) − 𝛼 (𝝀𝑖 )
max(𝛼 (𝝀𝑖 ), 𝛽 (𝝀𝑖 )) , (1)

𝜹𝑖 = {𝑠 (𝒅𝑖 , 𝑘1), 𝑠 (𝒅𝑖 , 𝑘2), ..
., 𝑠 (𝒅𝑖 , 𝑘𝑢 − 1), 𝑠 (𝒅𝑖 , 𝑘𝑢 )}, (2)

in which 𝛼 (𝝀𝑖 ) is the average distance of 𝝀𝑖 to all documents
of cluster 𝐶 𝑗 , 𝛽 (𝝀𝑖 ) is the average distance of a document 𝝀𝑖

to all documents of the closest cluster𝐶𝑜 , 𝑜 ≠ 𝑗 , and 𝑠 (𝒅𝑖 , 𝑘 𝑗 )
is the silhouette of 𝒅𝑖 in cluster setting with 𝑘 𝑗 clusters.
After obtaining the modalities in a structured way, the

study must fuse them. In multimodal learning, early fusion is
one of themost common types of fusion. The early fusion can
be represented by combining modalities before the machine
learning process. For instance, early fusion can be done using
simple operators such as concatenation, [13]. An advantage
of early fusion is using only one data representation in the
learning process. However, early fusion has some challenges,
such as dealing with different dimensions and importance
levels of each modality. To deal with these challenges, this
study uses early fusion operators based on neural networks
[4]. Therefore, MVAE uses dense layers with the same shape
as the first layers, and in the second layer, MVAE uses a
merging layer that works as an early fusion operator. Thus,
the study can choose different operators for our early fusion
and still use modalities with different sizes while our neural
network learns the importance of each modality.
MVAE is a neural network with an encoder and decoder

step, such as an Autoencoder. However, our MVAE is a Vari-
ational Autoencoder (VAE) variant. Thus, MVAE has useful
properties for representation learning [23]. The MVAE per-
forms a sampling step based on a previous distribution model
to generate a bottleneck. Therefore, MVAE bias the learn-
ing through a prior informed distribution model, which is

attractive for OCL because the representations generated
by MVAE will preserve the main characteristics from the
interest class representations and the model distribution,
generating a region of the interest class [23, 24].
For our modalities 𝝀𝑖 and 𝜹𝑖 , MVAE assumes that 𝒛𝑖 gen-

erates 𝝀𝑖 and 𝜹𝑖 using 𝑝 (𝒛𝑖 |𝝀𝑖 , 𝜹𝑖 ) = 𝑝 (𝝀𝑖 ,𝜹𝑖 |𝒛𝑖 )𝑝 (𝒛𝑖 )
𝑝 (𝝀𝑖 ,𝜹𝑖 ) , in which

𝑝 (𝝀𝑖 , 𝜹𝑖 ) is defined via 𝑝 (𝝀𝑖 , 𝜹𝑖 ) =
∫
𝑝 (𝝀𝑖 , 𝜹𝑖 |𝒛𝑖 )𝑝 (𝒛𝑖 )𝑑𝑧. In-

tegrals are computationally intractable. Thus, MVAE uses
variational inference, an approximation technique, to solve
the limitation. Therefore, MVAE approximates 𝑝 (𝒛𝑖 |𝝀𝑖 , 𝜹𝑖 )
to 𝑞(𝒛𝑖 |𝝀𝑖 , 𝜹𝑖 ) (treatable distribution) through the Kullback-
Leibler (KL) divergence. Finally, MVAE optimizes the mar-
ginal likelihood (𝑝 (𝝀𝑖 , 𝜹𝑖 )) using the log of the marginal like-
lihood by Equation 3.

log 𝑝𝛩 (𝝀𝑖 , 𝜹𝑖 ) = 𝐾𝐿(𝑞𝛷 (𝒛𝑖 |𝝀𝑖 , 𝜹𝑖 ) | |𝑝𝛩 (𝒛𝑖 |𝝀𝑖 , 𝜹𝑖 ))
+L(𝛩,𝛷 ;𝝀𝑖 , 𝜹𝑖 ), (3)

L(𝛩,𝛷 ;𝝀𝑖 , 𝜹𝑖 ) = E𝑞𝛷 (𝒛𝑖 |𝝀𝑖 ,𝜹𝑖 ) log𝑝𝛩 (𝝀𝑖 , 𝜹𝑖 |𝒛𝑖 )
−𝐾𝐿(𝑞𝛷 (𝒛𝑖 |𝝀𝑖 , 𝜹𝑖 ) | |𝑝𝛩 (𝒛𝑖 )) . (4)

MVAE minimizes the first term from Equation 3 maximizing the
second term (Equation 4), in which the first term is the neural
network reconstruction loss and the second is the KL loss from
𝑞𝛷 (𝒛𝑖 |𝝀𝑖 , 𝜹𝑖 ) and 𝑝𝛩 (𝒛𝑖 ) (prior knowledge from distributed model).
This study replaces the term 𝑝𝛩 (𝒛𝑖 ) with the N(𝒛𝑖 ; 0, 1).

This study uses OCL algorithms to detect texts of interest. In OCL,
the user defines an interesting class, and the OCL algorithm learns
a classification model considering only documents of the interest
class. Thus, the algorithm classifies a new document belonging
to the interest class or not. Recent studies indicate that OCL is a
competitive classification strategy with the advantage of reducing
the user labeling effort [2, 22].

Among the OCL algorithms in the literature, the study chose the
Support Vector Data Description (SVDD) [21] since it achieves good
performance when the user represents the instances appropriately,
is considered one of the state-of-the-art in the area of OCL and use
in different application and scenarios [2]. The SVDD from [21] aims
to generate the smallest hypersphere (given a radius and center)
that involves the examples of the interest class. Examples allocated
to the edge of the hypersphere are the support vectors. Thus, the
SVDD wants to find the minimum volume hypersphere involving
the interest documents according to Equation 5.

𝝁 (𝑐 ) = argmin
𝝁∈𝑈

max
1≤𝑖≤𝑚 ∥𝜑 (𝒅𝑖 ) − 𝝁∥2, (5)

in which 𝝁 ∈ 𝑈 is a possible center in the feature space𝑈 associated
with the function kernel 𝜑 , 𝜑 (𝒅𝑖 ) maps 𝒅𝑖 into a feature space
defined according to the kernel, and 𝝁 (𝑐 ) is the hypersphere center
in which the highest distance between 𝜑 (𝒅𝑖 ) to 𝝁 (𝑐 ) is minimal.

SVDD classifies a document as belonging to the interest class if its
distance from the center is less than the radius 𝑟 of the hypersphere.
SVDD minimizes the function in Equation 6 subeject to Equation 7,
in which 𝜀𝑑𝑖 is the external distance between 𝜑 (𝑑𝑖 ) and the surface
of the hypersphere and 𝜈 ∈ (0, 1] defines the smoothness level of
the hypersphere volume.

min
𝜇,𝜑,𝑟

𝑟2 + 1
𝑚

𝑚∑︁
𝑖=1

𝜀𝒅𝑖
𝜈
, (6) ∥𝜑 (𝒅𝑖 ) − 𝝁 (𝑐 ) ∥2 ≤ 𝑟2 + 𝜀𝒅𝑖

∀𝑖 = 1, ...,𝑚. (7)
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3 Results and Discussion
This study generated results published in five articles that can
be grouped into 3 groups of interest text detection: (i) fake news
[6, 7]; (ii) relevant app reviews [5]; and (iii) events of interest [9, 10].
This study presents the results according to the three groups. In
all experimental evaluations, the studies propose to compare the
MVAE with other unimodal and multimodal state-of-the-art repre-
sentation methods. The study evaluates the representations in the
one-class learning scenario with the SVDD. Our goal is to demon-
strate that the representations generated by MVAE outperform
others commonly used in the literature for fake news, relevant app
reviews, and interest event classification to show the robustness of
the method with little data to train in different domains.

The fake news study [6] uses three fake news datasets. Further-
more, in order to evaluate the approach, this work proposes an
adaptation of the procedure k-Fold Cross-Validation, considering
the OCL classification scenario with less labeling, in which the
study uses 30%, 50%, 70%, and 100% of one fold to train (3, 5, 7,
and 10% of the fake news) and nine folds to test (more details in
dissertation). The relevant reviews study [5] uses three datasets cre-
ated by [20] in the experimental evaluation and the representation
proposed by them, which the study calls Maalej. The study uses the
same adaptation of procedure k-Fold Cross-Validation mentioned
above. The interest event study [10] uses 10 event collections for
the experimental evaluation. The study uses event dates to separate
training and testing. Events with older dates are from the training
set. The study explored using a few labeled instances in the training
set. Thus, the study explored using 60 and 2000 events in the train-
ing set. In the test, the study uses 4000 interest events. Also, the
study randomly selected 4000 events from different event datasets
and added them to the test set.

Table 1 presents the results for the three textual collections
considering each percentage of fake news used in training. The
results compare the ten representation models of fake news. The
proposed MVAE obtained the highest 𝐹1-Score in ten of the twelve
evaluated scenarios. In the remaining two scenarios, the density
information got the highest 𝐹1. BoW obtained the lowest 𝐹1 in all
scenarios. Table 2 presents the highest values of 𝐹1-Score obtained
by ten app review representation techniques on the ARE app review
collection. Bold values indicate that themethod obtained the highest
value in the column. Table 3 presents an analysis in relation to the
Triple-VAE using 60 events compared to the other methods using
2000 to train. Triple-VAE achieved a higher 𝐹1-Score than all other
methods in 7 of 10 datasets. Furthermore, Triple-VAE achieved a
higher 𝐹1 in 3 collections than all other methods except DBERTML.
Thus, considering the scenario with fewer labeled events closer to
real-world applications, Triple-VAE was the best method for event
detection as it achieved the best 𝐹1-Scores.

For Table 1, the MVAE trained with only 3% of labeled fake news
got better 𝐹1-Scores than the other methods when these consider
10% of labeled fake news for most scenarios. Density representa-
tion got the best results considering 7% and 10% in the Fake Br.
More qualitative results, such as a comparison of 2D projections,
are found in the dissertation. We extend this study in the [7] ar-
ticle. Furthermore, for Table 2, MVAE obtained better the highest
𝐹1-Scores than the other methods. Moreover, MVAE with only 3%
relevant reviews obtained the highest 𝐹1-Scores than the other
methods with 10%. Finally, in Table 3, TripleVAE, with 60 events,

Table 1. Higher values of 𝐹1-Scores of each representation
considering the training percentage in the three datasets
(DT). DBERTML is the DistilBert Multilingual model. VAE is
a unimodal model with the DBERTML as input.

DT % BoW DBERTML Density VAE MVAE

Fa
ke
Br

3% 0.600±0.01 0.574±0.01 0.621±0.03 0.632±0.01 0.642±0.00
5% 0.603±0.01 0.602±0.01 0.633±0.02 0.637±0.00 0.644±0.00
7% 0.607±0.00 0.618±0.01 0.647±0.02 0.637±0.00 0.645±0.00
10% 0.610±0.00 0.628±0.01 0.650±0.01 0.638±0.00 0.646±0.00

F
C
N

3% 0,556±0.02 0.426±0.06 0.487±0.07 0.741±0.04 0.805±0.02
5% 0,582±0.01 0.568±0.05 0.575±0.08 0.796±0.03 0.813±0.03
7% 0,591±0.01 0.640±0.03 0.584±0.06 0.801±0.01 0.811±0.02
10% 0,596±0.01 0.706±0.02 0.625±0.03 0.804±0.02 0.808±0.02

F
N
N

3% 0,327±0.01 0.321±0.01 0.325±0.02 0.365±0.01 0.395±0.03
5% 0,344±0.01 0.345±0.01 0.345±0.04 0.367±0.01 0.403±0.03
7% 0,349±0.00 0.353±0.01 0.353±0.01 0.367±0.00 0.397±0.01
10% 0,353±0.00 0.363±0.01 0.357±0.02 0.367±0.00 0.393±0.01

Table 2. Highest 𝐹1-Scores from SVDD for each represen-
tation technique on the ARE dataset. MAE is a multimodal
autoencoder. Other methods are the same present in Table 1.

Methods 3% 5% 7% 10%

BoW 0.55±0.02 0.57±0.02 0.58±0.01 0.60±0.01
Maalej 0.66±0.02 0.67±0.01 0.67±0.01 0.67±0.01
DBERTML 0.67±0.02 0.68±0.02 0.68±0.01 0.67±0.01
Density 0.66±0.03 0.66±0.02 0.65±0.02 0.64±0.02
VAE 0.68±0.01 0.69±0.02 0.69±0.01 0.67±0.01
MAE 0.70±0.01 0.71±0.01 0.72±0.02 0.72±0.01
MVAE 0.72±0.03 0.75±0.02 0.74±0.03 0.74±0.01

Table 3. Results in ten datasets considering the 𝑭1. Lat-Long
is the latitude and longitude concatenated. Concat is the
concatenated representation of the modalities. AE and VAE
aremultimodalmethods trained in the Concat representation.
TripleVAE is the MVAE method with three modalities.

Datasets Unimodal Trimodal
DBERTML Lat-Long Density Concat AE VAE TripleVAE

War 0,855 0,665 0,732 0,681 0,688 0,689 0,780
Tsunami 0,933 0,647 0,680 0,670 0,685 0,680 0,918
Covid 0,955 0,677 0,748 0,737 0,773 0,775 0,946
Corruption 0,931 0,676 0,665 0,692 0,692 0,691 0,958
Earthquake 0,912 0,660 0,693 0,671 0,667 0,679 0,916
Immigration 0,928 0,668 0,664 0,693 0,781 0,814 0,950
Racism 0,940 0,666 0,825 0,694 0,754 0,786 0,964
Inflation 0,950 0,666 0,796 0,681 0,659 0,662 0,953
Terrorism 0,925 0,676 0,690 0,683 0,681 0,682 0,937
Agriculture 0,914 0,657 0,677 0,670 0,728 0,728 0,979

outperforms other methods with 2000 events in 7 of 10 scenarios.
Generally, MVAE was better than the other methods in learning
highly non-linear relationships, redundancies, and dependencies
between modalities, structuring the texts in a dimensional space
more suitable for SVDD. Thus, our proposal structures texts with
more representativeness of their modalities in relation to the other
methods. All studies performed Friedman’s statistical test and Ne-
menyi’s post-test to compare the methods. In addition to obtaining
the best average ranking, MVAE got statistical differences from
unimodal methods. The tests are in the dissertation.
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4 Conclusions and Future Work
This study presents a multimodal method developed to represent
textual data considering the scenario of ATC through OCL. The
method allows the use of a different number of modalities with
different dimensions. The study explores three real-world applica-
tion domains: (i) fake news classification; (ii) relevant app reviews
detection; and (iii) web sensing. The study carried out an exten-
sive empirical evaluation considering several MVAE architectures,
textual languages, and different sizes of training sets. The study
highlights the following innovations and contributions:

Multimodal method to represent the texts in OCL for ATC:
the manuscript author proposes and develops a new multimodal
method called Multimodal Variational Autoencoder (MVAE) and
explores as modalities: (i) DistilBERT multilingual embeddings; (ii)
density information; (iii) linguistic features; and (iv) geolocation.
Any study can extend MVAE to use more than three modalities.

Detecting fake news, relevant reviews, and interest events:
MVAE represents texts for classification through OCL. The study
explores three modalities for fake news: DistilBERT, density, and
linguistic features; two modalities for relevant reviews: DistilBERT
and density; and three modalities for interest event: DistilBERT,
density, and geolocation. The study highlights satisfactory perfor-
mance, outperforming other state-of-the-art methods.

Textual collection involving news events for web sensing
tasks: In the study [9], the study collects 183 textual datasets for
the OCL. Each textual dataset has 6000 texts from the event titles
of the Global Data of Events, Language, and Tone project. The
study creates an OCTCMG library in the public repository https:
//github.com/GoloMarcos/OCTCMG.

Source code of the proposed MVAEs for the different appli-
cations: all source codes developed are available to the community
at https://github.com/GoloMarcos/.

As the main Limitations, the study proposes a supervised method
for ATC through OCL. Furthermore, MVAE needs a one-class al-
gorithm, i.e., the study has two separate steps: text representation
and classification. In this sense, future work is to investigate semi-
supervised learning for OCL. Furthermore, other future work is to
classify and represent texts through OCL in an end-to-end way, i.e.,
with a single learning process.
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