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Figure 1: End-to-End Speech Emotion Recognition Architecture

ABSTRACT
Considering the human-machine relationship, affective computing
aims to allow computers to recognize or express emotions. Speech
Emotion Recognition is a task from affective computing that aims to
recognize emotions in an audio utterance. The most common way
to predict emotions from the speech is using pre-determined classes
in the offline mode. In that way, emotion recognition is restricted
to the number of classes. To avoid this restriction, dimensional
emotion recognition uses dimensions such as valence, arousal, and
dominance, which can represent emotions with higher granularity.
Existing approaches propose using textual information to improve
results for the valence dimension. Although recent efforts have
tried to improve results on speech emotion recognition to predict
emotion dimensions, they do not consider real-world scenarios,
where processing the input in a short time is necessary. Consider-
ing these aspects, this work provides the first step towards creating
a bimodal approach for Dimensional Speech Emotion Recognition
in streaming. Our approach combines sentence and audio repre-
sentations as input to a recurrent neural network that performs
speech-emotion recognition. We evaluate different methods for cre-
ating audio and text representations, as well as automatic speech
recognition techniques. Our best results achieve 0.5915 of CCC
for arousal, 0.4165 for valence, and 0.5899 for dominance in the
IEMOCAP dataset.
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1 INTRODUCTION
Our emotions play a subjective and controversial role, vital to our
psychic survival. Understanding, to a certain extent, the emotions
of other people and how they express them is fundamental to relat-
ing to each other as a society. For example, while fear is a natural
protective regulator and aids decision-making, anger allows us
to set limits and develop our sense of justice. An example of the
importance of understanding emotions is that in autistic people,
persistent deficits in emotional reciprocity and non-verbal commu-
nication, along with other factors, can lead to greater difficulty in
communication and social interaction [1]. Based on this, emotion
recognition is more a perspective than an exact science.

Dimensional Speech Emotion Recognition has many potential
applications in the real world. Using dimensions, it is possible to
map and identify anxious traces and reactions, check if a class is
boring to the students, detect if a driver is tired while driving, and
determine the level of customer satisfaction, among other things.
However, there is a gap between the literature and the real world.
While we have many approaches for SER, no one is built to support
real-world scenarios by processing information as soon as it is
available. Models that run on a streaming environment must be fast
enough to bring results as soon as information arrives, but they
also need good output accuracy.

This work introduces a dimensional speech emotion recognition
approach using bimodal features focusing on a streaming scenario.
This approach results from the Master’s Degree in Computer Sci-
ence from the School of Technology of the Pontifical Catholic Uni-
versity of Rio Grande do Sul (PUCRS). The dissertation defense to
the evaluation board occurred on March 22, 2024. This research
was also accepted for publication in the XXIV Brazilian Symposium
on Computing Applied to Health (SBCAS) [5].

Our contribution was given in five main aspects: (1) the identifi-
cation of the better approach for automatic speech recognition; (2)
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the identification of the better way to generate the sentence embed-
dings for SER; (3) the identification of the better option between
hand-crafted features and audio embedding for acoustic represen-
tation. (4) the identification of better options for feature fusion. (5)
an architecture to execute SER on a streaming environment.

2 METHODOLOGY
To define the libraries, models, and architecture for our final ap-
proach, we conducted empirical experiments to identify the best
options in each scenario. We divide the experimental process into
two main steps: (1) feature selection and (2) fusion approaches.
The first step is to select the best way to represent the textual and
acoustic information. The second one is important to determine
the best way to use both representations in our model. To evaluate
all scenarios, we used the IEMOCAP (The Interactive Emotional
Dyadic Motion Capture) dataset, which contains approximately 12
hours of speech in total.

Considering the application in a real-world scenario, in this case,
on streaming flow, optimal libraries or models must be chosen to
generate the representations of the input sources. The first step
is the use of textual and acoustic information. So we define a set
of experiments to select the optimal choice for (1-A) transcribing
the audio, (1-B) generating a representation for the acoustic in-
formation, and (1-C) generating sentence embeddings for textual
information. The objective for each one is to define the best op-
tion, considering the speed at which the data is processed and
the lower error rate on evaluation. In our tests, we evaluate the
ASR pre-trained models: Wav2Vec2, WhisperX, fine-tuned XLSR-53
Wav2Vec2, HuBERT, Seamless M4T v2, and Whisper v3.

Considering the different existing ways to (1-B) generate a rep-
resentation for acoustic information, we selected two approaches:
handcrafted features and audio embeddings. We use OpenSmile
and pAA libraries for eGeMAPS, ComParE, and pAA sets to extract
hand-crafted features. To generate audio embedding, we use the
pre-trained VGGish and TRILL models. Since we aim to keep the
sentence’s meaning for recognizing emotion, we define the use of
(1-C) sentence embeddings for textual information. We used models
from the Sentence Transformer library to generate the embeddings:
MiniLM-L12, mpnet, and MiniLM-L3. We evaluate experiments (1-
B) and (1-C) using an LSTM network that predicts valence, arousal
and dominance. LSTM is a learning model designed to work with
sequential data, which fits the scenario of our experiments. We
based our network architecture on previous work from Atmaja and
Akagi [2].

Once the features used to represent the acoustic and textual data
are defined, we evaluate the best way to use both types of informa-
tion. To do this, we followed some of the approaches reviewed by
Atmaja et al. [3]. We consider the (2-A) model level, (2-B) feature
level, (2-C) decision-level fusion, and (2-D) average from acoustic
and linguistic features.

Our final architecture is presented in Figure 1. We have a front-
end and back-end block. In the front-end, we extract the features,
and in the back-end, we predict the output. Given the defined
architecture and the LSTM model trained, we build a streaming
environment to run our pipeline. The final algorithm captures the
microphone input in streaming and sends the representation to a

Kafka queue every three seconds. The processing occurs in Flink,
which calls a request from an external API that returns the predicted
arousal, valence and dominance values for that utterance.

3 CONTRIBUTIONS
Recent reviews like Geetha et al. [4] and Lieskovská et al. [6], show
a direction for future works in real-world applications that can
be used in real-time. To make this possible, the processing time
must be considered. However, current publications did not show
the processing time necessary to execute their approach. The main
focus is the feature selection for better results and the model’s
architecture. With the LSTM, the total prediction time for our test
set was 1.2794 seconds.

Wundt and Judd [7] define that depending on the symptomatic
nature of emotions, one of the forms of expressive movements is
the expression of ideas. Which can be pantomimetic or descriptive.
Due to genetic relationships with speech, it has a special psycho-
logical meaning. So, due to the importance of expressing ideas in
emotion expression and the lack of diverse and large datasets [4],
sentence representations add contextual information to predict the
valence and give a modest contribution to the arousal and domi-
nance dimension. The sentence embeddings are the best options
when considering the sentence’s meaning. The results on valence
when using only the Mini LM L3 reflect the good results on the
sentiment evaluation databases.

It is controversial to consider that speech emotion recognition
can be done in real time. This is because when we consider the
use of sentence embedding, the sentence must be complete to gain
more context and meaning. Even if we use real-time transcription,
we will deal with, in the better case, words. So, considering the
average length of the annotated data chunks from IEMOCAP, we
determine our windowing time to be 3 seconds of utterances.

In this research, we created a complete architecture for speech
emotion recognition that can run in streaming scenarios. This is
an important step because it shows that it is possible to use it to
solve real-world situations.
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