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ABSTRACT

This paper proposes a study and comparison among a vari-
ety of metadata types in order to identify the most relevant
pieces of information in movie recommendation. We used
three algorithms available in the literature to analyze the
descriptions, and compared each other using the metadata
extracted from two datasets, namely MovieLens and IMDB.
As a result of our evaluation, we found out that the movies’
genres are the kind of description that generates better pre-
dictions for the considered content-based recommenders.

Categories and Subject Descriptors

H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing—Indexing methods

General Terms

Design, Algorithms

Keywords

recommender systems, metadata, matrix factorization, la-
tent factors.

1. INTRODUCTION
Due to the large amount of information present in the

World Wide Web, we observe a difficulty for users to deal
with this huge quantity of content available. This problem
is known as information overload, and a tool that helps in-
dividuals to manage such content is recommender systems.
There are a number of ways to build recommender systems;
basically they are classified as content-based filtering, col-
laborative filtering and the combination of both of them [1,
2].

Content-based filtering recommends multimedia content
to the user based on a profile containing information regard-
ing the content, such as genre, keywords, subject, etc. These
metadata are weighted according to past ratings, in order to
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characterize the user’s main interests. A problem with this
approach is over-specialization, which happens when the sys-
tem recommends only items that are too similar to the items
already rated [1].

An alternative to this problem is the collaborative filter-
ing, which is based on clusters of users or items. In the first
case, items that are appreciated by a group of users with
the same interests are recommended to a particular user of
that group. In the second case, if two items have the same
evaluation by different users, then these items are similar,
so it is expected that the users have likely tastes for similar
items [2].

One disadvantage of collaborative filtering is to calculate
similarity between users and/or items in a vectorial space
composed of user ratings in a user-item matrix. Similarity
metrics (Pearson correlation, cosine similarity, etc.) must
be applied to this matrix in order to infer clusters of similar
users or items. However, such vectorial space makes this a
large dimensionality matrix. Besides, the vectors are redun-
dant because there will be users with similar ratings for the
same items [2].

Such limitations have inspired researchers to use dimen-
sionality reduction techniques, such as Singular Value De-
composition (SVD), in order to extract latent semantic re-
lationships between users and items, transforming the vec-
torial space into a feature space containing topics of interest
[10, 5, 6, 9]. Nevertheless, other challenges have to be dealt
with, such as sparsity, overfitting and data distortion caused
by imputation methods [5].

Considering the limitations and challenges depicted above,
hybrid recommenders play an important role because they
group together the benefits of content based and collabo-
rative filtering. It is known that limitations of both ap-
proaches, such as the cold start problem, overspecialization
and limited content analysis, can be reduced when combin-
ing both strategies into a unified model [1]. However, most
recent systems which exploit latent factor models do not con-
sider the matadata associated to the content, which could
provide significant and meaningful information about the
user’s interests.

In related work [8, 7, 1, 3], we verify a set of recommender
algorithms which exploit latent factors, collaborative filter-
ing, metadata awareness and implicit feedback. However,
there is a lack of study about which metadata type gener-
ates the best results in the domain of movies. In this way, the
present paper aims to compare a variety of movie metadata
with three recommendation algorithms in order to identify
those pieces of information that are more important in the
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process of recommending movies to the user.
This work is structured as follows: in Section 2 we describe

the models considered in this evaluation; in Section 3 we de-
pict how the metadata is extracted; Section 4 presents the
evaluation of different metatadata applied to the three con-
sidered algorithms; and finally, in Sections 5 and 6 we discuss
the final remarks, future work and acknowledgements.

2. CONSIDERED MODELS
In this section we describe in more details the models used

to study and compare the different types of metadata con-
sidered in this paper.

2.1 Notation
Following the same notation as [5, 8] we use special in-

dexing to distinguish users, items and metadata: a user is
indicated as u, an item as i and j, and the item’s metadata
as g. A rating by a user to an item is indicated by rui, and
the predicted one is r̂ui. The (u, i) pairs for which rui is
known are represented by the set K = {(u, i)|rui is known}.

The described methods will use baseline estimators in or-
der to overcome overfitting. Similar to [5, 8] we denote
λ1,λ2, ... the constants used for regularization. Other no-
tations will be explained throughout the paper.

2.2 Baseline Estimate
Baseline estimates are used to overcome tendencies that

are presented from the data according to users’ and items’
intrinsic characteristics. For instance, a user may rate a very
good film with the value 4, whereas another user may rate
the same movie with the value 5 but indicating the same
degree of interest.

In this way, to surpass these differences, baseline estimates
are used to adjust the data taking into consideration these
effects. A baseline for an unknown rating rui is denoted bui
and is defined as:

bui = µ+ bu + bi (1)

where µ is the overall average rating and bu and bi are the
deviations observed to the user and item. To estimate the-
ses parameters, one can solve the associated least square
problem:

min
b∗

∑

(u,i)∈K

(rui − µ− bu − bi)
2 + λ(

∑

u

b2u +
∑

i

b2i ) (2)

The first term aims to find the user and item biases that
fit the given ratings, whereas the second avoids overfitting
by penalizing the magnitudes of the parameters.

2.3 gSVD++
This method is an extension of Koren’s SVD++model [5],

which incorporates metadata into a latent factor approach
that considers implicit feedback. It can relate descriptions
such as genre of movies, list of actors, keywords, language,
country of production, among others.

To predict a rating r̂ui, the method uses the following
equation:

r̂ui = bu+

(

qi+|G(i)|−α
∑

g∈G(i)

xg

)T(

pu+|N(i)|−0.5
∑

j∈N(u)

yj

)

(3)
In order to incorporate metadata into the model, the set

G(i) contains the description of some kind about the item.
The implicit feedback is represented byN(u), which contains
the set of items that user u provided an implicit preference.
Each user u is associated to a user factors vector pu ∈ R

f and
each item i is associated to an item factors vector qi ∈ R

f . It
also considers the indirect user information represented by
a factors vector yi ∈ R

f and a factors vector that contains
the item’s metadata xg ∈ R

f .
It was adopted a gradient descent scheme to solve the sys-

tem depicted in Equation 3, using the following regularized
squared error function:

min
p∗,q∗,x∗,y∗

∑

(u,i)∈K

(

bui = µ+ bu + bi

−

(

qi + |G(i)|−α
∑

g∈G(i)

xg

)T(

pu + |N(i)|−0.5
∑

j∈N(u)

yj

))2

+λ

(

b2u + b2i + ||p2u||+ ||q2i ||+
∑

j∈N(u)

y2
j +

∑

g∈G(i)

x2
g

)

. (4)

2.4 PrefGenreKNN
The PrefGenreKNN algorithm [7] is based on a factoriza-

tion procedure that uses user preferences associated to the
movies genres to infer latent factors about the considered
descriptions. Instead of the user versus item matrix, it is
adopted an alternative approach of constructing a user ver-
sus genres matrix, whose each cell contains a weight that
describes how much a user has interest to that particular
description. Although the model was originally proposed to
work with genres, it can easily be adapted to analyze other
kinds of metadata, such as keywords, list of actors, etc.

To calculate those weights, first of all the set of genres are
paired into a genre cloud defined as cloudg(u, r). The cloud
contains the pair (g, ng,u,r) where g represents the genre and
ng,u,r represents the frequency of occurrence of genre g that
user u associated with rating r.

Then, in addition to the genre cloud, the tf-idf measure is
used to calculate how important a genre is to a particular
rating in the set of all ratings:

tf-idf(g, u, r) = ng,u,rlog

(

|K|
1 + |K(g, u)|

)

(5)

where K(g, u) is the set of different ratings assigned to genre
g by user u.

Finally, the weight is computed:

w(g, u) =

∑

r∈K(g,u) tf-idf(g, u, r)r
∑

r∈K(g,u) r
(6)

After the weighting procedure, Singular Value Decompo-
sition is used to factorize the user-genre matrix M composed
of associated w(g, u). The matrix M is factorized into three
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matrices M = V ΣT T . Before the user-genre matrix fac-
torization, an imputation procedure is executed in order to
substitute the weights w(g, u) which are zero with the user
average rating offset defined as:

r̄u = µ+
1

|K(u)|

∑

j∈K(u)

(ruj − µ) (7)

where K(u) is the set of items rated by user u.
In advance, the following equation is used to enrich the

data, that is, to incorporate latent factor information into
the weights which are missing in the matrix:

w′(g, u) =

⎧

⎨

⎩

Vk.Σk.T
T
k (g) if w(g, u) = 0

(1− γ)w(g, u) + γ(Vk.Σk.T
T
k (g)),

otherwise
(8)

where the vector Vk(u) is the row of the user u in the matrix
V , γ is the weighting parameter and T T

k (g) is the row of the
genre g in the matrix T T .

Finally, the user similarity is computed using the Pearson
correlation:

sim(u, v) =

∑

g∈G(w
′(g, u)− w̄′(u))(w′(g, v)− w̄′(v))

√

∑

g∈G(w
′(g, u)− w̄′(u))2

∑

g∈G(w
′(g, v)− w̄′(v))2

(9)
where w(u) and w(v) are the user u and v averages for the
weights associated to the available genre.

2.5 ItemAttributeKNN
The ItemAttributeKNN is also based on collaborative fil-

tering [1]; nevertheless, instead of using the ratings from
users to the items, it uses the metadata from the items to
generate the clusters of similar items. Initially, a baseline
prediction is applied as described in Subsection 2.2. Then,
it uses a matrix with the items descriptions to calculate the
similarity between items:

wij =
nij

nij + λ4
pij (10)

where i and j are items, nij denotes the number of users
that rated both i and j, and pij is the Pearson correlation
coefficient, which measures the tendency of users to rate
items i and j similarly. A typical value for the parameter
λ4 is 100.

And finally, to predict the recommendation, it uses the
following equation:

r̂ui = bui +

∑

w∈K(i,j) wij(rui − bui)
∑

w∈K(i,j) wij
(11)

3. METADATA EXTRACTION
The MovieLens 100k1 and the Internet Movie Database

(IMDB)2 datasets were used in this paper in order to dis-
cover meaningful latent factors in movies recommendation.
Since the MovieLens database has little information about
the movie, we relate each of its movies to the IMDB database,
which has a more complete description about the movies.
1http://www.grouplens.org/node/73
2http://www.imdb.com/interfaces

Figures 1 and 2 show the metadata contained in each
database. The most relevant data are the indexes to the
movies from MovieLens and IMDB because it is through
these indexes that we can align the information in these two
databases. Also, Figure 2 shows the table rel mlens imdb is
the one that contains the indexes from MovieLens and their
respective index from IMDB.

Figure 1: IMDB database

Figure 2: MovieLens database

Since the movies present in the MovieLens database have
already indexes, we kept these indexes and we related the
movie title from MovieLens to the IMBD. It was necessary
to manipulate the data in MovieLens because the movie ti-
tles were written in English form (e.g. Godfather, The). So,
we fixed these names to the form used in IMDB (e.g. The
Godfather). After fixing the names, we created a table that
has the indexes from both MovieLens and IMDB movies.
Therefore, having the table T that has indexes from both
MovieLens and IMDB, it was possible to use the information
presented in the IMDB to explore more types of metadata
in order to find those most relevant descriptions in movies
recommendation. The types of metadata considered in this
paper are: list of actors, directors and cast, country of pro-
duction, language spoken, keywords and genre list.

4. EVALUATION
In the evaluation presented in this paper we compared

seven different types of metadata: genres, country, language,
list of actors, cast, list of keywords and director. All these
pieces of information were inputted into each of the three
methods previously described. These methods were imple-
mented using MyMediaLite [4] library and were measured
using RMSE (Root Mean Squared Error) and MAE (Mean
Average Error) metrics. For each considered number of fac-
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tors and method, we used 5-fold cross-validation in order to
give it more confidence.

The tests were executed with the MovieLens dataset which
contains 100k ratings given by 943 users on 1682 movies;
each user has rated at least 20 movies. Once we related
the MovieLens dataset with the IMDB dataset we found a
amount of 1671 movies that were on the both datasets. Also,
to a more accurate result, we used only the ratings that had
movies on both databases which leaves us with the total of
99968 ratings. Therefore, 11 movies are not related in the
databases and this corresponds to 32 ratings in the 100k
ratings from MovieLens.

After executing the algorithms with each metadata, we
obtained the results illustrated in Tables 1 and 2. Some
scores could not be found because the algorithm could not
deal with the amount of data presented in these files.

Table 1: RMSE

gSVD++ ItemAttributeKNN PrefGenreKNN
Genre 0,9023 0,9298 0,9465
Country 0,9146 0,9294 0,9456
Language 0,9122 0,9298 0,9456
Actor 0,9068 0,9298 -
Cast 0,9077 0,9298 -
Keyword 0,9074 0,9298 -
Director 0,9066 0,9298 -

Table 2: MAE

gSVD++ ItemAttributeKNN PrefGenreKNN
Genre 0,7086 0,7303 0,7453
Country 0,7194 0,7303 0,7438
Language 0,7170 0,7310 0,7438
Actor 0,7136 0,7310 -
Cast 0,7141 0,7310 -
Keyword 0,7141 0,7310 -
Director 0,7121 0,7310 -

The gSVD++ algorithm presented the best results with
the genre metadata having an RMSE of 0,9023 and MAE
of 0,7086. In addition, it is also possible to affirm that
directors, with a RMSE of 0,9066 and MAE of 0,7121 on
gSVD++, are another important piece of information in
movies recommendation. The country information, in turn,
was the type of metadata which scored the worst results
when using this algorithm.

On the other hand, analyzing the ItemAttributeKNN al-
gorithm, we can see that regardless of the information type,
all runs produced very similar results. This means that the
clusters of items are formed similarly for each metadata con-
sidered, and consequently, the prediction rule is applied in
the same way for all cases.

With respect to PrefGenreKNN, we note that country and
language were able to produce better accuracy than genres.
This implies that according to the procedure adopted by the
algorithm to compute the users’ preferences, pieces of infor-
mation related to nationality represent better the interests
of a user than the movies’ genres.

It is also worth to consider that the gSVD++ algorithm
generated the best RMSE and MAE results regardless of
the type of metadata. This is due to the fact that it also
incorporates implicit feedback, which is an important piece
of information that contributes to characterize the user’s
interests more accurately.

5. FINAL REMARKS
This paper presented a set of state-of-art algorithms that

uses metadata to predict ratings in movie recommendation
systems. Different types of metadata were adopted in order
to find which ones generate the best results. After com-
paring the three algorithms described previously, we found
the genres as the piece of information that most contributes
positively to the performance of the gSVD++ algorithm,
and country/language as the ones which contribute to the
accuracy of the ItemAttributeKNN and PrefGenreKNN al-
gorithms.

In future work, we plan to evaluate the algorithms with a
combination of two or more types of metadata in order to
verify whether multimodal information can generate better
prediction. In order to do so, however, it will be necessary
to extend the algorithms to exploit the descriptions in an
effective fashion.
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