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Abstract. Although significant amounts of datasets are available, data cleaning
and standardisation usually reduce the number of instances. This study analy-
ses the impact of a preprocessing pipeline text normalisation, deduplication, and
downsampling applied to three public datasets. Deduplication removed 6.8% of
redundant records, while class balancing through downsampling cut the volume
by 73%. The experiments show that cleaned datasets yield more reliable expe-
rimental conditions. These findings underscore the effectiveness of systematic
preprocessing and highlight the need to continually expand and update open
datasets to advance Portuguese e-commerce sentiment-analysis research.

Resumo. Embora haja acesso a quantidades significativas de datasets, a
limpeza e padronizagdo normalmente reduzem a quantidade de instdncias.
Este trabalho analisa o impacto de um fluxo de pré-processamento para
normalizacdo textual, deduplicacdo e downsampling, sobre trés datasets
publicos. A deduplicacdo removeu 6,8% de instancias redundantes e o ba-
lanceamento por downsampling reduziu o volume em 73%. Os experimentos
demonstram que os datasets limpos fornecem condi¢oes experimentais mais
confidveis. Os resultados evidenciam a eficdcia do pré-processamento sis-
temdtico e reforcam a necessidade de ampliar e atualizar continuamente da-
tasets abertos para impulsionar a pesquisa de sentimentos em e-commerce em
lingua portuguesa.

1. Introducao

Com o crescente volume de dados gerados pelos usudrios da internet, especialmente por
meio de redes sociais, blogs e sites de comércio eletronico, a quantidade de informacao
textual produzida como opinides, resenhas, experiéncias e conhecimento, tornou-se uma
fonte valiosa para diversas dreas de pesquisa [Kaplan and Haenlein 2010]. Esses da-
dos oferecem um potencial imenso para gerar insights significativos, possibilitando, por
exemplo, a identificacdo de padroes de comportamento do consumidor, a avaliacdo da
percepcao de produtos ou servigos e o suporte a tomada de decisdes empresariais.



Ainda que existam diversos datasets puiblicos sendo amplamente utilizados, mui-
tos deles sdo limitados quanto ao periodo de coleta, a abrangéncia temaética e a represen-
tatividade da linguagem natural em portugués. Entre os datasets disponiveis, existem com
dados de avaliagdes de filmes, twitters, e-commerce, entre outros. No contexto deste tra-
balho, selecionamos os principais datasets de avaliacdes de compras em plataformas de
e-commerce, disponibilizados pela Olist [Olist 2018], pelo Buscapé por meio do projeto
Opinando [Hartmann et al. 2014] e pelo grupo B2W [B2W Digital 2020].

Nesta pesquisa, propomos uma andlise dos impactos da aplicacdo das principais
técnicas de pré-processamento, desde a padronizacdo dos datasets até os procedimen-
tos de balanceamento. Inicialmente, a Secdo 2 discute-se trabalhos relacionados e ja na
Secdo 3 apresentamos a metodologia adotada, contemplando desde a coleta até o pré-
processamento dos dados. Na Secdo 4, avaliam-se os resultados obtidos e, por fim, na
Secdo 5, discutem-se as conclusdes alcancadas.

2. Trabalhos Relacionados

Os principais datasets publicos de avaliacdes em e-commerce brasileiro, citados na
Secdo 1, sdo amplamente utilizados para diversos estudos em processamento de lin-
guagem natural. Por exemplo, o trabalho intitulado “Sentiment Analysis on Brazi-
lian Portuguese User Reviews” utilizou-se diversos datasets para analise de sentimento
além do contexto de e-commerce, aplicando e avaliando diversos modelos de machine
learning para classificacdo [Souza and Filho 2021]. Além desse, também ha o traba-
lho intitulado “Lexicon-Based Sentiment Analysis for Reviews of Products in Brazi-
lian Portuguese” que também aplica técnicas para classificacdo de anélise de sentimento
[Avanco and Nunes 2014].

Aém disso, o trabalho “RePro: a benchmark for Opinion Mining for Brazilian
Portuguese” utilizou o dataset para uma anotacdo manual, sendo um benchmark de 10
mil reviews de e-commerce em portugués, retornando a comunidade um dataset mais
padronizado em relag@o a critérios para cada nota [dos Santos Silva et al. 2024]. Deste
modo, o diferencial com o nosso trabalho proposto é entender o comportamento em cada
etapa do pré-processamento e os impactos em relacdo a quantidade e qualidade do dataset
apods este processo.

3. Metodologia

A metodologia adotada nesta andlise baseia-se nas fases do processo de Descoberta de
Conhecimento em Banco de Dados [Fayyad et al. 1996]. Na subsecdo 3.1 descreve-se
a selecdo dos datasets e, na subsecao 3.2, definem-se as etapas de pré-processamento e
transformacdo dos dados. Por fim, na Sec@o 4 analisam-se os resultados obtidos, conden-
sando as fases de mineracdo de dados, validacdo e extracdo de conhecimento previstas
pela metodologia.

3.1. Coleta e Selecao de Datasets

Este estudo fundamenta-se em trés datasets principais para a andlise, sendo o foco em
e-commerce. Logo, os trés datasets selecionados sdo de acesso publico e amplamente
utilizados em tarefas de andlise de sentimentos em portugués sendo da Olist, Buscapé (do
projeto Opinando) e B2W Digital.
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Figura 1. llustracao do Processo de Descoberta em Conhecimento em Banco de
Dados, adaptado de [Fayyad et al. 1996]

Primeiramente, a empresa Olist, uma das principais solucdes de comércio
eletrOnico no Brasil, disponibilizou um dataset com aproximadamente 100 mil avaliacdes
de pedidos, abrangendo os anos de 2016 a 2018. Esse dataset € proveniente de peque-
nas lojas parceiras que utilizam a plataforma Olist e inclui informa¢des como status do
pedido, precos e outros atributos. No contexto deste estudo, focamo-nos exclusivamente
nas avaliacdes dos clientes.

Ademais, o projeto Opinando', proposto pela Universidade de Sdo Paulo (USP),
tem como objetivo investigar a andlise de sentimentos no contexto brasileiro. Como
parte dessa iniciativa, o dataset Buscapé contém aproximadamente 80.000 avaliagcdes
[Hartmann et al. 2014].

Por fim, a B2W Digital, um dos maiores grupos varejistas do Brasil, disponibi-
lizou publicamente um dataset com aproximadamente 130 mil avaliagdes de produtos,
denominado B2W-Reviews0I1[B2W Digital 2020]. Esse dataset contém resenhas subme-
tidas na plataforma de comércio eletrénico Americanas?, incluindo informagdes como
nome do produto, categoria no site, titulo da resenha, texto, avalia¢do (rating) e outros
atributos relacionados.

3.2. Pré-processamento

Por ser um campo livre de escrita, € possivel que avaliacdes sejam escritas de diversas
maneiras, como, por exemplo: todas as palavras maidsculas, mintsculas, com ou sem
acentuacgdo, etc. Dessa forma, a etapa de pré-processamento visa a padronizacdo das
sentencas coletadas.

3.2.1. Normalizacao das sentencas

Em primeiro lugar, no processo de pré-processamento € realizado a transformacdo de
todas as palavras nas sentencas em minusculas. Essa é uma técnica bastante vantajosa,
uma vez que consiste na normalizacdo do texto e reducao do vocabulario. Deste modo,

https://sites.google.com/icme.usp.br/opinando/
https://www.americanas.com.br/



utilizando a linguagem de programacido Python® e usando a fun¢io nativa lower()*, sua
aplicacao realiza conversao de todas as letras de uma sentenga em letras mindsculas.

3.2.2. Unidecode e Pontuacoes

Nesta etapa, realiza-se o processo de padronizagdo de caracteres, garantindo a
representacdo adequada e simplificada dos caracteres. Sendo assim, este processo con-
siste em converter caracteres para o formato ASCII, utilizando a biblioteca Unidecode’
da linguagem Python. Dessa forma, € ttil para a normalizacdo do texto, garantindo a
padronizacdo de caracteres especiais, acentos ou simbolos. Além da aplicacdo de Unide-
code, também ¢é realizada a remog¢do das pontuagdes das sentencgas.

3.2.3. Remocao de apenas numéricos ou apenas um caracter

Nessa etapa, sdo aplicados filtros para remover as sentengas que apresentam apenas
nimeros e, consequentemente, ndo tém valor textual. Deste modo, nativamente a lingua-
gem Python contém o método isdigit()°, validando se s6 contém numero ou ndo. Além
desse filtro, também € realizado o filtro para eliminar sentengas que possuem apenas um
elemento como valor, sendo aplicado o método len()’ e removendo o valor igual a 1.

3.2.4. Processo de Deduplicacao

Este procedimento visa manter as sentencas dos datasets unificados, conforme os exem-
plos apresentados na Tabela 1. Dessa forma, para a execu¢do do procedimento de
deduplicacao dos dados, foi necessdria a implementa¢do de uma regra para assegurar
a qualidade e unicidade dos dados.

Tabela 1. Exemplo de duplicagdes das sentencas nos Dataset’s

Avaliacdo | Nota
muito bom 5

muito bom 5
muito bom 4
muito bom 3

Desta forma, para realizar a deduplicacdo, seguem-se os seguintes procedimentos
idealizados para o trabalho:

1. A contagem ¢é realizada para cada sentenca e sua nota correspondente.
2. A nota de maior representatividade € selecionada para a sentenca.
3. Se houver um empate de representatividade, a nota mais alta € escolhida.

3https://www.python.org/
“https://docs.python.org/3/library/stdtypes.html
Shttps://pypi.org/project/Unidecode/
Ohttps://docs.python.org/3/library/stdtypes.html
https://docs.python.org/3/library/functions.html#len



Conforme os procedimentos descritos anteriormente para o processo de
deduplicacdo, o exemplo da sentenga “muito bom” € selecionado para a nota 5, uma vez
que € a nota com maior representatividade, segundo a Tabela 2.

Tabela 2. Exemplo de duplicacao de sentencas e suas representatividade.

Ranking | Avaliagdo | Nota | Frequéncia
1 muito bom 5 2
2 muito bom 4 1
3 muito bom 3 1

3.2.5. Balanceamento dos Dados

A fim de mitigar o desbalanceamento entre classes no dataset, € selecionada a técnica
de downsampling, isto €, subamostragem [Witten et al. 2011]. Essa técnica consiste em
reduzir aleatoriamente a quantidade de instancias das classes majoritarias até iguald-lo ao
numero de instancias da classe minoritaria, equilibrando assim a distribui¢ao de exemplos
entre as classes [He and Garcia 2009, Batista et al. 2004]. Desse modo, sua aplica¢ao
evita-se que o algoritmo de aprendizado fique tendencioso em relagdo as classes com
mais exemplos devido ao desbalanceamento, um modelo pode alcancar alta acuricia sim-
plesmente prevendo sempre a classe majoritaria, falhando em identificar corretamente
instancias da classe minoritaria [He and Garcia 2009].

Ao assegurar quantidades iguais de instincias para cada classe no treinamento,
o modelo € forcado a considerar todas as classes de forma equilibrada, o que tende
a melhorar seu desempenho em identificar exemplos da classe menos representada
[Batista et al. 2004]. Como ilustrado nas Tabelas 3a e 3b, no dataset utilizado a classe
B possui a menor quantidade de exemplos; portanto, as classes A e C foram reduzidas por
meio da técnica de downsampling para conter o mesmo nimero de instincias que a classe
B.

Tabela 3. Exemplo de antes e depois da técnica de downsampling

Classe Frequéncia Classe Frequéncia
A 78 A 39
B 39 B 39
C 112 C 39
(a) Antes (b) Depois

4. Resultados

O processo de pré-processamento foi dividido em trés etapas, sendo a primeira as eta-
pas de remocgdo de acentos, pontuacdes, quebras de linhas e normalizacao das sentengas.
Além disso, vale ressaltar que entre as etapas € realizada a remoc¢do de sentencas em
branco. Na etapa 2, € realizada a remoc¢do de caracteres Unicos, apenas numéricos e
normalizag¢do da quantidade de espacos entre as palavras. Por fim, na etapa 3 € realizado
o processo de deduplicagdo, conforme mencionado na subsecado 3.2.4



O processo de deduplicacdo resulta em uma redugdo significativa de sentencas,
tendo em vista que do total de sentencas, tivemos uma reducao de aproximadamente 7%,
conforme ilustrado na Tabela 4. Além disso, vale também ressaltar que a classe que
obteve a maior reducdo entre elas € a da nota 5, tendo em vista uma reducao de 10% das
sentengas. A classe que contém a menor quantidade de sentencas, isto é, a classe de nota
2 foi a que obteve a menor perda, tendo em vista a reducao de 2.56% aproximadamente.

Funil de Pre-processamento

Etapa 1 Tabela 4. Instancias antes e de-

258.551 pois da deduplicacao
; Etapa 3 Nota  Antes Depois Reducdo
X 240.872
: 1 39.663 37.653  5.06%
Entroda N Soida 2 14275 13910 2.56%
ddc;s Dd:(s 3 31.268 30.285  3.14%
AQ0S aQo0s
250.10% 240572 4 71.783 68.014 5.25%
~ 5 101.556 91.010 10.38%
f Total 258.545 240.872  6.84%
Etapa 2
258.54%
Figura 2. Funil de pré-
processamento

Além disso, uma das técnicas para o balanceamento de dados utilizadas quando
¢ atuado com o processamento de linguagem natural, € a técnica de downsample, men-
cionada na subsecao 3.2.5. Com isto, ao observar na Tabela 4 que a menor classe € a
2, com 13.910 instancias, todas as outras classes devem ser limitadas a esta quantidade
também. Sendo assim, de acordo com a Figura 3, foi obtida uma redu¢ao de 73% no total
da quantidade de instancias. Ademais, entre os impactos obtidos é a redugdo de aproxi-
madamente 85% na classe 5, tendo em vista que a classe menos impactada € a classe 3,
sendo 54%.

Total de instancias por nota — Antes x Downsam%ltle

010
= = Downsample
. Antes
80000 -
’ 68.014
60000 -
40000 - 37.653
30.285
~3 20000-
o 1 2 3 4 5

Nota

mero de instancias

Figura 3. Total de instancia por nota antes e depois da técnica de downsample



Ap6s a aplicacdo do fluxo de pré-processamento proposto, analisou-se também o
comportamento das trés classes do dataset: classe 1 (sentimento mais negativo), classe 3
(sentimento neutro) e classe 5 (sentimento de maior satisfacdo) no contexto de avaliacdes
em plataformas de e-commerce. A arvore de palavras da Figura 4 evidencia o padrao
de insatisfacdo associado a classe 1, especialmente nas ramificagdes que tém “produto”,
sendo este o termo mais frequente do corpus, como né de origem, permitindo observar as
construgdes que ocorrem antes e depois desse termo.

Figura 4. Arvore de Palavras da classe 1

Na classe 3, sendo esta mais neutra, observam-se construgdes tanto positivas
quanto negativas. Na arvore da Figura 5a, o termo “gostei” aparece como central na
formacdo da arvore, formando sequéncias como “o que nao gostei” e “gostei muito do
produto”. Ja a Figura 5b mostra a drvore da classe 5, sendo esta a mais positiva, com a

v

palavra “produto” no centro, surgem composicdes como ‘“‘satisfeito”, “6tima qualidade” e
outras expressoes de forte aprovacao.

(a) Classe 3 (b) Classe 5

Figura 5. Arvores de Palavras das classes 3 e 5.

5. Conclusoes

Os resultados obtidos mostram que as escolhas feitas durante o pré-processamento afe-
tam tanto o volume de dados quanto a sua uniformidade. A sequéncia de normalizacao,
remocao de ruido, deduplicacdo e balanceamento padronizou o dataset. Apesar de esses



tratamentos reduzam o ntimero total de instancias, elas proporcionam condi¢des experi-
mentais mais imparciais para a avaliacdo de modelos, sobretudo em contextos original-
mente marcados por forte desequilibrio de rétulos.

Além disso, a expressiva redugdo de instancias decorrente do downsampling evi-
dencia que, no dominio das avaliagdes em portugués de e-commerce, os datasets ainda
apresentam baixa volumetria. Desse modo, ressalta-se a necessidade de ampliar a coleta
e 0 acesso publico a dados, tanto no contexto de e-commerce quanto em andélises de sen-
timento em geral, a fim de fortalecer a pesquisa nacional e promover o acesso aberto a
informacao.
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