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Abstract. In this paper we propose a computational model for stochastic
melodic synthesis based on an approach developed through reactive multiagent
systems. In general automatic musical composition approaches, the states tran-
sition probabilities are obtained from statistical analysis of musical segments
provided by the user, which tends to generate musical results very similar to the
initial musical segments. As alternative to these characteristics, we consider a
computational model in three layers: the first layer aims to generate transition
probabilities matrices (pitches and durations of musical notes, in this context)
to supply the second layer. The second layer produces probabilistic models for
generation of the melodic segments (PM MSG), through the interaction with
the user, in order to supply the stochastic melodic synthesis process at the third
layer. This model aims to reduce the influence of the composer in the final com-
position, in order to build melodic structures not originally conceived by the
composer. Nevertheless, this work does not cope with the aesthetic quality of
the melodic results, since the work focus is the spontaneous generation of the
initial information that will guide the stochastic melodic synthesis.

Resumo. Neste artigo, é proposto um modelo computacional para sintese
melodica estocdstica baseado em uma abordagem desenvolvida sobre sistemas
multiagentes reativos. As abordagens tradicionais de composicdo musical au-
tomdtica obtém probabilidades de transi¢cdo de estados através da andlise es-
tatistica de fragmentos musicais fornecidos pelo usudrio, o que tende a gerar
resultados musicais muito semelhantes aos fragmentos musicais iniciais. Bus-
cando alternativas a estas caracteristicas, consideramos um modelo computa-
cional em trés camadas: a primeira camada é responsdvel pela geracdo de
matrizes de probabilidades de transicdo de estados (alturas e duragdes de notas
musicais). A segunda camada, através da interacdo do usudrio, gera mode-
los probabilisticos para geracdo de segmentos melodicos (M PGSM ) a partir
das matrizes. A terceira camada finaliza o processo de sintese melddica es-
tocdstica com estes segmentos. Este modelo tem como objetivo reduzir a in-
fluéncia do compositor na geracdo final, a fim de buscar a construgdo de estu-
turas melodicas que ndo foram pensadas inicialmente pelo compositor. Desta
forma, este trabalho ndo trata computacionalmente a andlise da qualidade
estética do resultado melodico, uma vez que o foco é a geracdo espontinea
das informagées iniciais que norteardo a sintese melodica estocdstica.
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1. Introduction

The computer music is an inherently multidisciplinary field involving all areas of knowl-
edge related to Computer Science and Music. The computer music area involves
knowledge ranging from computer modeling of musical aspects to the study of aes-
thetic conceptions of artistic expression musical, including the study of techniques for
the generation, storage and processing of sound, etc. Many works have been pro-
duced in the area of sound and music composition processing and renowned com-
posers have been systematically using computational tools for musical composition
[Cruz 2001, Fischman 2003, Burraston and Edmond 2005, Miranda 2000, Xenakis 1992,
Papadopoulos and Wiggins 1999, MacGee and Schaffer 1997, Bryan-Kinns 2004].

Many musical synthesis systems produced by traditional initiatives are usually de-
pendent on the user. In this sense, the musical constructions are not completely automatic.
Traditionally, initial samples are provided manually by the user and the system of musical
synthesis is limited to process these samples or data, in a static and pre-defined way. This
paper investigates a close relation between music and Artificial Intelligence from a mul-
tiagent point of view. We intend to demonstrate how the collective behavior of reactive
agents can lead to a quasi-automatic compositional system.

Concerning with stochastic models to musical synthesis, our work differs from
others in many aspects. For instance, in the framework for generating Palestrina-style mu-
sic using Markov models [Farbood and Schoner 2001], the authors aim to generate coun-
terpoint segments rules from state-transition matrices. In this work, probabilistic counter-
point rules are implemented as a probability table starting by probability zero when the
system finds illegal transitions. Thus, the generation of a counterpoint line is obtained by
multiplying the individual values from each transition probability table, where each table
captures one aspect of counterpoint line, as for instance, harmonic table, melodic table,
cadence table, chromatic table and so on. The main idea is to analyze a previous compo-
sition and then to infer a probabilistic description of counterpoint rules. As argued by the
authors, the final result can be comparable to those created by a knowledgeable musician,
corroborating our claim about the similarity between the input and output compositions.
Also, McCormack [McCormack 1996] has pointed some drawbacks on Markov process
for music composition related to the generality of the transition table and the management
of higher order models. When some real existing music is used as input into the system,
the result is a Markov model which only generates music of the same style of the input.
Also, higher order Markov models will require extra computational effort that can hinder
real time performance and, also, probably to provide little support for structure at higher
levels. In these cases, multiple layered models can be used where each event represents
an entire Markov model in itself or another type of structure. In our work, we present a
layered architecture which may cope in the future with these problems related to higher
order Markov models.

2. Model Overview

The three layered architecture proposed in this work is illustrated in Figure 1. The lower
layer (Reactive generation of transition probability matrices) encapsulates the process
of reactive generation of probability transition matrices. In this layer, a multiagent en-
vironment is responsible for stochastic generation of transition probabilities based on a
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reactive behavior. Two distinctive environments are in charge of built transition probabil-
ity matrices for pitches and for durations through interaction of reactive software agents.
The middle layer (Definition of probabilistic models for melodic generation), at Figure
1, represents the process of construction of probabilistic models for generating melodic
segments based on the matrices produced by the multiagent environments. Finally, the up-
permost layer (Stochastic melodic synthesis) represents the stochastic process of melodic
synthesis.

Ie Resultant melody

| Stochastic melodic
synthesis

¢ Probabilistic models for melodic segments

Definition of probabilistic
|- models for melodic
generation

¢ Transition probability matrices

{ { Behavioural-interactive
|- generation of transition
probability matrices

Figure 1. Three layered model of the emergent stochastic melodic composition
system.

Next we present the three layers in details mainly focusing on emergent melodic
generation model through reactive multiagent environments allied to Markov decision
model.

2.1. Transition Probabilities Generation Layer

The state transition matrices (of pitches and durations) feed the process of stochastic
melodic composition. The model to generate the probability matrices used in this work is
based on dynamic interaction among reactive agents. In a computational context, reactive
agents are autonomous pieces of software that act in a determined environment without
human intervention. These agents are capable to interact with other agents, to perceive
the environment where they are and to react based on percept stimulus without reasoning.

The multiagent environments are instances of an euclidean plane whose dimen-
sions are defined by the user and where the agents move themselves. Each element from
this euclidean plane represents Na N co-occurrence matrices where NV represents the 12
pitches of the musical notes, i.e., the 12 semitones (from C, C#, ..., Bb, B). The environ-
ment that generates duration transition probability matrices, /N is 7, which represents the
total number of musical notes duration in this work (Semibreve, Minim, Crotchet, Quaver,
Semiquaver, Demisemiquaver, Hemidemisemiquaver) (see Figure 2).

On the environment, the agents pursue some goals that are user-defined points
called Target-points. These Target-points are defined through a point (euclidean coordi-
nates x,y) located inside the plane limits. The Target-points carrying out an attraction
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Figure 2. Example of environment structure composed by four co-occurrence
matrices of pitch transition probability

force into the agents in such a way that each agent is obliged to pursue some of these
Target-points while they move themselves randomly on the environment.

In this work, the agent behaviors are based on the subsumption architecture
[Brooks 1986] and on potential fields approach [Mezencio 2002]. The behaviors are ar-
ranged in a hierarchical two level structure based on the behavior priority (Figure 3). The
first level (greatest priority) represents the agent evasive behavior (including trajectory
adjustment to avoid invasion of the perimeter of another agent) while the second level
represents the behavior “go forward the target” (including trajectory adjustment to trace a
direct line to the target-points).

Level | co forward the
target

Level Avoid another
Perception 0 agents Action

Figure 3. Hierarchical agent behaviour based on subsumption architecture.

The action of the agent consists in adjust the vector of direction and to move to-
wards this vector at each perception-action cycle. The resultant vector is obtained through
the generation of basic agent behaviours through the overlapping of the potential fields
that influence the agent at some time. This overlapping is defined as the sum of the vectors
of each one of the forces (repulsion - vec_rep and attraction - vec_atr) that influence the
agent obtaining a vector that defines the speed and the direction of the agent movement
(equations (b) and (c) on the Algorithm 1). The agent defines an action in the subsumption
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hierarchy through its perception information. The Invasion-Limit-Range (I L R) algorithm
1 determines if some of the other agents have violated the restriction of minimal distance
(r) in order to trigger an Avoid-Agent-Collision behaviour (equations (a) to (e) on the
Algorithm 1) or a Go-Forward behaviour (equations (e)).

Input: set of perceptions (P), set of n agents (A), lim range (r)
where posgeif, POStarget € P ;
Output: direction (dir)
foreach agent g € A do
Calculate ILR(g,possef);

if ILR(g,posseir) < r then
/* Avoid-Agent-Collision Behaviour */

avr_pt = Zposi/n; (a)
i=1

Calculate vec_rep(avr_pt, posseif); (b)

Calculate vec_atr(posseif, POStarget)s (©)

Calculate dir = vec_rep + vec_atr; (d)
else

/* Go-Forward Behaviour */

Calculate dir = vec_atr(poSseif, POStarget); (e)
end

end

Algorithm 1: The Invasion-Limit-Range (I L R) algorithm that select the ac-
tion based on the subsumption hierarchy.

Before running the system, the user provides some parameters to the environment
and defines some Target-points. At the start of the execution, each agent is randomly
placed over the environment and each one start their behaviors in order to reach the closer
Target-point, always avoiding other agents. While moving themselves, the agents increase
by one a value at the element on the co-occurrence matrices (first initialized with zero).
This behaviour distributes some values over the co-occurrence matrices building the state
transition matrices for pitches and durations.

2.2. The PMMSG layer

A probabilistic model to melodic segments generation (PMMSG) constitutes a data struc-
ture built from the set of transition probability matrices generated in the previous layer.
The main goal associated to the PMMSG is to drive the melodic stochastic synthesis in
an interactive way.

The user is able to define models that encapsulate a pair of transition probabilities
matrices, which will define the distribution of pitch and duration in distinct segments of
the melody. Thus, each PMMSG has the potential of generate local melodic segments
with particular features, within the global melody. Formally:

Definition A Probabilistic Model to Melodic Segments Generation (PMMSG) is a couple

PMMSG(QF, QP), where QF is a probability transition matrix of Pitches and is QF is
a probability transition matrix of Durations.
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These probability transition matrices are defined in terms of a Markov model def-
inition. A Markov chain [Meyn and Tweedie 1993] is a specific kind of discrete-time
stochastic process that given some present states, the future ones are chosen indepen-
dently of the past states, which is called Markov property. In our work, the melodic
synthesis is modeled as a succession of musical notes where these notes are defined by
their pitch and duration.

In this work we use a traditional Markov Chain definition:

Definition A Markov Chain with state space S C I is a discrete stochastic process
{X,;n € I} if each X, assumes values only in S and

P(Xn+1 = .Z’|Xn = Ty, ...7X0 = ZE()) =
P(Xp1 =z X, = z,) (1)

holds for all n € I and xg, 21, ..., x,,x € S.

Definition A probability transition matrix (PTM) is a square matrix Nx N, whose en-
tries are all nonnegative and whose rows sum to 1. Each PTM describes the probabilities
of a current state to change to a future state in a dynamic system. Considering a PTM Q,
Q(z'|z) represents the probability of going to the future state 2’ given that the existing
state is z, and z, 2’ € Q.

Definition A probability transition matrix of Pitches QO is a regular PTM where N =
12, describing the probabilities related to the 12 pitches of the musical notes, i.e., the 12
semitones (C, C't or Db, D, Dt or Eb, E, F, Ff or Gb, G, Gt or Ab, A, Al or Bb, B)
from the octave between the C'5 (the Do two octaves above the piano’s center Do) and
C6.

Definition A probability transition matrix of Durations Q" is a regular PTM where
N = 7, representing the probabilities related to the set of 7 musical notes duration (Semi-
breve, Minim, Crotchet, Quaver, Semiquaver, Demisemiquaver, Hemidemisemiquaver).

The functional dimension from the PMMSG that we intend in this work, is to
keep in mind some characteristics from the Markov chains. In general, a human com-
position melody presents several distinct moments that is a kind of musical nuances and
contrasts. A statistical analysis of this music will generate a transition probability ma-
trix where these different moments (nuances, contrasts,...) would be reduced to a global
statistic, which could very often mutilate the local characteristics of the composition (mo-
ments with own characteristics). In this way, even that a new music produced by those
specific transition probability matrices could preserve the statistical global characteristics
of the initial music, it is very unlikely also to preserve the lower level local characteristics.
Some works [Oliveira 2003] have shown us that the music produced stochastically in the
traditional ways, from a unique model of probabilistic state transition, can easily become
monotonous (without those distinct moments). The use of PMMSGs in this work aims to
by-pass the undesirable characteristics described above. In this way, through the concept
of PMMSG, the generated melody is based on a set of melodic segments (partial regions,
fragments of the melody) keeping its own local statistical characteristics. The pitches
and durations of musical notes are always produced in function of a PMMSG during the
process of music stochastic generation. Through the use of n PMMSG in the process
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of melodic composition, the global melody will be the result of the interaction among
(potentially) n local regions with their own melodic characteristics.

To build the PMMSGs, the user has to choose among those probability distribution
of the state transition matrices built in the previous step (see Figure 4). The interface
shows an area to select transition probability matrices (for pitches and durations) and also
shows the content of the selected matrix (inferior area on Figure 4). In this visualization,
the probabilities are represented by a set of shades of gray, which aids the user in the
selection task. The shades of gray range from black, indicating a probability of 0%, to
white, indicating a probability of 100%. To define a PMMSG, the user must to choose a
pair of matrices, combining a transition table of pitches with a transition table of durations.

H =)
Transition probability matrices

Pitch transition probability matrices Duration transition probability matrices

Matrix 1
Created Models

atrix 2
Matrix 3
Matrix 4 Model[1,4]
Matrix 5 Model[4,6]
Matrix 6 — Model[6,101]
= Model[ 2, 23]
Model [ 30,23]

D

4]

00
0,00 0,00

Figure 4. Graphical interface for user PMMSG definitions.

2.3. The Melodic Stochastic Synthesis Layer

In this layer, two Markov chains are generated containing N generated states, one of these
chains defines the succession SC of pitches (SC*) and the another defines the succession
of durations (SCP).

The generation of the two sets (SC” (7)) and (SC”(r)) above take the following
parameters: a chosen PMMSG from the set of the user-defined PMMSGs, an initial pitch
and duration values, a number N of notes to be generated and a MIDI instrument timbre.
Thus, an iterative process is triggered in order to generate each one of the N states through
the next follow steps:

1. to identify which row in the transition probability matrix that is related to the
current select pitch/duration in order to define the next potential pitches/duration;

2. to define sub-intervals in the ]0, 1] interval which are proportional to probabili-
ties generated in the previous step. Each one of these subintervals represented a
possible pitch/duration to be generated from a current pitch/duration. This step is
ilustred in Figure 5;

3. to generate a random number z from the |0, 1] interval. In order to define the next
pitch/duration to be generated, one should to check which sub-interval (defined in
step 2) the value x belongs to.
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Current state = C
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X = random number

30%—»0 < x < 0,3——»C
60%—»0,3 < x < 0,9—»E
5%—0,9 < X < 0,95—PG
5%—$0,95 < X < 1—pB

Figure 5. Example of the process of generation of a new pitch, from the current
one and a transition proability distribution

At the end of this iterative process, we get a set of NV pitches and a set of V
durations. When combining the i — th element from the set of resultant pitches to the
1 — th element from the set of resultant durations, we obtain the ¢ — ¢h musical note of
the melody. So, going through the sets linearly (position to position) we obtain the final
melody with /N musical notes.

During the iterative process several PMMSG are used in order to avoid some
monotony in the final melody. In order to perform the selection of the PMMSGs dur-
ing each iteration, an utility cycle is define to each PMMSG. An utility cycle (uc) to some
PMMSG Pg (uc’9) determines how many times this PMMSG is used into the iterations.
At the beginning of each iteration a value to uc’? is defined from a random number be-
tween 1 and a “maximal utility cycle”.

Definition A maximal utility cycle (muc) of a PMMSG Pg (muc!?) determines a maxi-
mal limit of iterations:
N
Pg _ 1V 2
muc i (2)
where N is a total number of musical notes to be generated (informed by the user) and M
is the total number of PMMSGs defined at the previous layer.

When a PMMSG reaches the end of his utility cycle, a new PMMSG is selected.
This selection is carried out by observing which are the last states (pitch and duration)
produced. The new PMMSG must have transition probabilities defined for these last
states. In this way, we can analyze which PMMSG satisfies these conditions in order to
chose randomly one of them to substitute the previous PMMSG.

3. Experiments

The use of a reactive multiagent model aims to produce a perturbation parameter to the
system in order to dissociate the resultant melody from any user cognitive bias or aesthetic
preferences.

The main goal of the experiment is to demonstrate that the model proposed here
is able to generate a global melody with distinct intermediary and local characteristics,
through the user interaction with a behavioural-interactive metaphor, rather than making
use of the user musical knowledge. In these experiments, each running is unique and ir-
reproducible, due the behavioural-interactive nature of the transition probability matrices
generation and the stochastic nature of the process of melodic synthesis.
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The multi-agent environment requires some parameters in order to build the struc-
ture of the environments and to initialize the composition process. Some examples of
these parameters include:

o Width and height of the environment, define the dimensions of the environments.

e Lines and columns, define how much co-occurrence matrices the environments
will be divided.

e Number of agents that will interact in each environment.

e Minimal distance that each agent have to keep from other agents.

e Repulsion Multiplier, represents the strength of repulsion, relative to the intensity
with which the agents calculate his evasive behaviour.

Figure 6 illustrates a fragment of the interface showing the multiagent environ-
ments and some paths built by the agents during an interaction session.

Environment to generation of transition Environment to generation of transition
probability matrices for pitches probability matrices for durations
EEEE ﬁ -  as H

+

Fe
H

] B 8 oo Sl
ﬂ=l-lDIIII-I_‘IIIIIIEII.IIIDIIII‘I

B

Figure 6. Example of the multiagent environment showing some resultant paths
during the agents interactions. At left we have the transition probability matrix
for pitches and at right, the transition probability matrix for durations. In each
environment, each red dot represents an agent and each blue dot represents a
target-point. The distinct shades of gray represent the frequency with which a
cell is visited by some agent during the interactions within the environment

The value of some parameters and the number of Target-points defined by the user
may produce a great density of Target-points and influence the agent global behaviour.
This density will influence straightly the probability distributions in the environments and
change “qualitatively” the emerging state transition matrices. Therefore, the stochastic
nature of this process do not guarantee the quality of the generated probability transition
matrices and do not suffer possible influence from the composer’s aesthetic desires.

After the definition of the 36 transition probability matrices of pitches and 36 tran-
sition probability matrices of durations, we have defined some metrics related to melodic
regions that present distinctive characteristics. For instance, we were interested in the con-
centration of high/low pitches and long/short durations. One of the generated PMMSG
(Figure 7) has presented a great concentration of transition probabilities for high pitches
and short durations, on privileging the generation of high notes of short duration.

Others PMMSGs (Figure 8) from the experiments, has presented a greater con-
centration of transition probabilities for low pitches and long durations, on privileging the
generation of low notes of long duration.
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C ooo | 000 | 000 | 377 | ap6s | 000 | 2583 | 472 [ 1693 | 1033 | 849 | 4717
CH 000 | 0oo0 | 000 | 174 | B35 | 632 | 745 | 355 [ 1844 [ 1631 | 532 | 3549
D 000 | 000 | 000 | 000 [ 1024 | 674 | 492 | 000 [ 1721 | 861 | 1189 | 4139
D# 0oo | 0po | 000 | 085 | 805 | 042 | 7R3 | 508 [ 1017 [ 1737 | 593 | 4450
E 000 | 000 | Op0 | 402 | 446 | 759 | 312 | 357 | 1250 | 1116 | 1786 | 3572
F 000 | 000 | 00O | 4585 | 396 | 1013 | 000 | 4585 | 1322 | 925 | 16850 [ 3524
F# 000 | 000 | 255 | 213 | 340 [ 1021 | 383 | 128 | 1617 | 468 | 2125 | 3447
G 000 | 000 | 398 | 000 | 457 | 442 | 044 | 4587 [ 1770 | 4587 | 2666 | 3319
GH# 000 | 000 | 045 | 142 | 377 | 472 | 000 | 472 | 706 [ 1840 | 2453 | 3491
A 000 | 000 | 000 | 533 | 049 | 049 | 437 | 4357 | 680 [ 1842 | 2718 | 3155
A 0oo | 000 | ODO | OO0 | 051 | 306 | 561 | 510 | 918 | 1327 | 3571 [ 2756
B ooo | 000 | ODO | 000 | 0Q0 | 197 | 837 | 453 | 453 | 1721 | 3300 [ 2959
Whole note Half note ‘Quarter note Eighth note Sixteenth note Thirty-second note| Sixty-fourth note
Whole note 0,00 0,00 0,00 0,00 0,00 0,00 100,00
Half note 0,00 0,00 0,00 0,00 0,01 003 99 96
Quarter note 0,00 0,00 0,00 0,00 156 253 9591
Eighth note 0,00 0,00 0,00 1.29 173 1.58 9540
Sixteenth note 0,00 0,00 0,00 0,00 165 0,28 958.07
Thirty-second note| 0,00 0,00 0,00 0,00 0,00 1,70 958,30
Sixty-fourth note 0,00 086 0,00 0,00 0,00 0,00 99,14

Figure 7. Example (1) of the PMMSG formed by the probability transition matrix
of pitches (the top table), and the probability transition matrix of durations (the
bottom table).

With these generated PMMSGs we supply the entry to the process of stochastic
synthesis in order to obtain a melody in which it can be observed regions with those
characteristics described above. The final melody is showed at Figure 9 in a “piano-
roll” view (where the musical notes are represented by rectangles which length denote
the duration and which height represents the pitch) of the resultant melody where these
peculiarities are pointed.

Through this scenario was possible to realize that the choice of the probability
tables with which the user builds the PMMSG, from which the final melody will be pro-
duced, influences but not define the final melody. So, due to the behavioural-interactive
characteristics from the process of probability transition matrices generation and due to
the stochastic characteristics in the melodic synthesis process, the final melody is discon-
nected from cognitive processes related to the composers musical domain.

4. Discussion and future work

In this paper, we have presented a model to automatically generate a melody from the or-
ganization of musical elements related to probabilistic spaces which are produced through
the interaction of autonomous agents in a process inspired by behavioural-interactive
metaphors. In a distinctive way from traditional approaches, in this model the com-
poser does not think in terms of musical parameters to compose music, but in terms of
behavioural-interactive phenomena and probability distributions. Also, this behavioural-
interactive aspect allied to the multiple parameterizing possibilities is able to make many
different melodic compositions arise (see [Behrends 1999]).

With this work we got some insights about the application of a model for musi-
cal synthesis under three different levels: a global level, defined through the PMMSG
distribution along the synthesis process; an intermediary level (where melodic segments
may present particular aspects), defined by the probabilistic characteristics instantiated
into the PMMSGs; and, a local level (characteristics of each note), defined in function
of the transition from the last generated note. These insights are related to the hierarchy
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C CH D D# E F F# G G# A A B
C B180 | 2322 | 599 | 375 | 300 | 224 | 000 | 000 [ 000 | 000 | 000 | 000
CH 4739 | 3728 | 533 | 273 | 253 | 429 | 000 | OO0 [ OO0 | 000 | 000 | 000
D 8813 [ 3147 | 283 | 107 [ 000 | 000 | 001 283 | 293 053] 000 | 0,00
D# BEEE | 1405 | 401 301 358 | OF7 | OO0 | 000 | 000 | 301 368 | 133
E 2746 [ 3320 | 735 | 661 | 561 | 861 | 328 | 000 | OO0 | OO0 | 000 | 285
F 284 | 526 | 1225 | 1930 | 351 | 702 | 1491 | 1754 | 1140 | 614 | 000 | 0,00
F# 000 | 000 | 000 | OO0 | 1082 | 1486 | 000 | 000 | 1216 | 1757 | 2973 [ 1486
G 371 000 | 000 | 000 | 000 | 000 | 4444 | 16852 ) 000 | 000 [ 000 | 3333
G# 000 | 000 | o000 | 000 | 000 | 000 | 000 | 4375 5625 ) 000 | 000 | 000
A 000 | 000 | o000 | 000 | 000 | 000 | 000 | 000 | 000 | 000 | 000 | 000
A# 0oo | 600 | Opo | OO0 | OQO | 000 | 000 | OO0 | 000 | 000 | 600 | 000
B opo | 000 | Opo | OpO | OQO | OO0 | 000 | OO0 | 000 | 000 | 000 | 000
Whale note Half note ‘Quarter note Eighth note Sixteenth note Thirty-second note| Sixty-fourth note
Whole note 51,56 711 040 0,46 0,00 0,11 034
Half note BE 54 2327 0,00 122 149 408 0,00
Quarter note 47 83 32E1 217 13,04 435 0,00 0,00
Eighth note 30,43 39,13 24 64 4,35 145 0,00 0,00
Sixteenth note 25,88 31.76 20,00 8,24 1412 0,00 0,00
Thirty-second note| 21,33 5,00 3067 32,00 5,00 0,00 0,00
Sixty-fourth note 14,49 145 B3,77 2029 0,00 000 0,00

Figure 8. Example (2) of the PMMSG formed by the probability transition matrix
of pitches (the top table), and the probability transition matrix of durations (the
bottom table).

Predominance of high pitches
and short durations

Y ¥

|
|

3

1 I

Predominance of low pitches
and long durations

Figure 9. Example of a resultant melody (represented in a “piano roll” view), in
which we can identify some melodic regions with particular characteristics.

of the melody global design (comprising the vision of Xenakis about the contemporary
music [Xenakis 1992]). In this way, we intend to explore these global/local approaches
through new multi-agent interaction models in order to experiment other configurations
and organizational multi-agent structures. We can explore in deep our multiple layers
of representation and to explore stochastic generation through higher order models of
Markov chains in the process of melodic synthesis.

In future work we intend to evaluate the system proposed here as an environment
of support for musical creativity, that is, not as an approach for synthesis of musical
pieces, but as an environment capable of instigating the composer’s creativity and gener-
ate creative material that can be worked by the user, within his/her own creative process.
Since the melody generated in this environment is an indirect result of the interaction
between the composer and a behavioral-interactive metaphor, we take as hypothesis that
the environment promotes the emergence of creative insights, performing a dissociation
between the melodic result and the user’s musical knowledge. Thus, in new studies we
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also intend to investigate a way to evaluate this hypothesis, checking whether the envi-
ronment is able to generate interesting melodic structures that would not be conceived by
the composer, given his/her musical background.
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