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Abstract. Smart toys are becoming increasingly present in children’s lives, re-
inforcing the relevance of this market niche. Advances in user interfaces and
artificial intelligence have been incorporated into smart toys to provide greater
autonomy and inductive reasoning skills through machine learning. However,
machine learning embedded in smart toys not only brings benefits but also po-
tential problems of bias, possibly related to prejudice and discrimination. This
work aims to explore Mattel’s Hello Barbie smart toy in a case study, seeking
to analyze its knowledge base and conversational functionality to identify pos-
sible ethical issues that could cause harm to children. The intention is to show
unknown risks that can occur in the evolution’s process of smart toys.

1. Introduction
As part of the Internet of Things (IoT), toys have become part of the digital world with
the rise of smart connected toys. Smart connected toys, or simply smart toys, are devices
that comprise physical components of traditional toys connected to computer systems
with online communication services [Hung et al. 2016b]. Smart toys are also expected to
feature Artificial Intelligence (AI) functionalities and may also offer augmented reality
experience to users [Tang and Hung 2017]. As a substantial part of human development,
toys maintain a daily presence for billions of individuals of all ages. The context of smart
toys is similar. The trend is for the smart toy market to grow considerably over the years,
increasing its market share by almost 200% from 2018 to 2023 [Jupiter Research 2018].

Smart toys come in many shapes, including wearable gadgets and anthropo-
morphic ones, the latter representing one of the most popular shapes for regular toys.
Examples of anthropomorphic toys are stuffed animals, dolls, and robots. In addi-
tion, smart toys have networking and reasoning capabilities, and their technology so-
lutions can range from augmented reality to Artificial Intelligence-based conversations
[Mahmoud et al. 2017, Rafferty et al. 2017]. One of the most famous smart toys is Hello
Barbie, a fashion doll released in earlier 20151 by Mattel Inc. and ToyTalk PullString,
whose main functionalities are a two-way conversation through speech recognition and a

1This smart toy has been discontinued by the manufacturer in 2017.



progressive learning feature which should improve the conversation experience, added to
its Wireless connection’s capabilities [Mattel’s Hello Barbie 2017].

Smart toys have provoked both relevant debates in the press media
[Mathews 2017, Harris 2015] and scientific research, mainly related to children’s data
privacy such as the perceptions regarding smart toys and privacy in different countries
[Fantinato et al. 2017, Fantinato et al. 2018], privacy risks that the context brought to
light [Hung et al. 2016a, Albuquerque et al. 2019, Fantinato et al. 2020], proposed solu-
tions to preserving privacy [Albuquerque et al. 2020, Albuquerque et al. 2022], the issues
and consequences which involve related to their complexity, and the prospect of market
growth. However, an equally relevant issue, but probably more difficult to define, under-
stand and solve, has been overlooked or even neglected: the risks of the harmful behavior
that smart toys built with inductive reasoning implemented in machine learning strategies
could perform. Like real-world examples of machine learning discriminatory behavior
that happened recently [Angwin et al. 2016, Hern 2020], the smart toy is susceptible to
making potentially discriminatory behaviors if not designed carefully. In this context, a
discriminatory bias built into your dataset or knowledge base will be reflected in learned
behaviors and will have an effect on human-toy interaction.

The goal of our study is to explore ethical issues regarding prejudice and discrim-
ination in the knowledge base and conversation functionality of the smart toy through a
case study of Mattel’s Hello Barbie. The specific goals in this study are: (1) verify the
smart toy design; (2) analyze the knowledge base used by the conversation function, look-
ing for sensitive subjects that may represent any issue of discrimination or prejudice; and
(3) compile the results of an analysis about the conversation functionality, considering
its effectiveness in maintaining a proper dialogue, the possible occurrence of misunder-
standings on the subject in question, and determine if this can lead to discriminatory or
prejudiced responses2.

2. Background
Children are at a sensitive stage, forming their conceptions of morality, ethics, and society;
thus, for them, interactions that generate misbehavior can be extremely harmful. Whether
such misbehavior is considered just misconduct or incivility in social behaviors such as
insult and scurrility, or crimes such as discrimination and violence, depends on to location
and culture in which it occurs.

An example of such harm is “bullying”, which represents a discriminatory be-
havior commonly present in relationships among children or adolescents, especially at
school [de Oliveira-Menegotto et al. 2013]. Bullying refers to a type of physical or psy-
chological aggression that begins with discriminatory behavior, affecting the well-being
and social functioning of children and adolescents [Nansel et al. 2001]. As the literature
in the education and psychology fields shows, bullying can pose serious risks to children’s
physical and mental health. This behavior extends to online interactions with the practice
of cyberbullying.

Discrimination concerns acting based on prejudice, resulting in unfair treatment of
people for belonging to a category, regardless of individual merit [Pedreshi et al. 2008].

2The researchers carried out the analysis of the dialogue functionality through the interaction with the
doll in the period that the service was still available.



Two types of discrimination can be considered: direct discrimination, which com-
prises rules that explicitly mention minority or disadvantaged groups based on sen-
sitive discriminatory attributes related to group membership; and indirect discrim-
ination, which includes rules that, although not explicitly mentioning discrimina-
tory attributes, whether or not intentionally, can generate discriminatory decisions
[Hajian and Domingo-Ferrer 2013].

The smart toy environment, called also as toy computing, comprises three ele-
ments: a physical toy, a mobile device, and mobile applications [Rafferty et al. 2015].
The first element has a conventional appearance but includes sensors, electronic compo-
nents, and software with wireless communication capability. The second enhances the
smart toy’s functionalities through mobile services. The third represents applications that
interact with the physical toy to process and store data [Albuquerque et al. 2022]. For the
scope of our study, we are analyzing the interaction of the physical toy with a user, which
is usually a child, through the mobile application represented by the speech recognition
functionality (see Figure 1).

Figure 1. Smart toy environment

3. Related work

Concerns and discussions on prejudice and discrimination in machine learning have
been in evidence [Bird et al. 2019, Holstein et al. 2019]. Studies have been conducted
mainly regarding handling biased training datasets [Hajian and Domingo-Ferrer 2013,
Hajian et al. 2016, Pedreshi et al. 2008]. Angwin et al. [Angwin et al. 2016] studied the
outcomes of a biased algorithm to classify people for crime recurrence based on a biased
dataset; the model classified criminals by giving a risk level to each committing a future
crime. However, black criminals received a significantly higher likelihood of recurrence
than white criminals, even if the crime committed by the white person was more serious.

The Natural Language Processing (NLP) filed has faced issues of stereotyping
amplification, such as in gender and race, in biased machine learning models which
use word embeddings as features. Bolukbasi and collaborators [Bolukbasi et al. 2016]
provide a method that tries to change a biased embedding, removing the gender stereo-
types and disassociating words that perpetuate the problem such as “receptionist” with
“female”. Another study presents a method based on the previous, but now for unbi-



ased word embeddings at multiclass level, treating stereotypes such as race and religion
[Manzini et al. 2019].

Friedler and collaborators [Friedler et al. 2019] applied support vector machines,
decision trees, Gaussian Naı̈ve Bayes classifier, and logistic regression to study the
bias present in the datasets. Bias discrimination has been explored under two as-
pects based on data mining strategies: (i) the discrimination discovery which com-
prises unveiling contexts of discriminatory practices in a dataset of historical decision
records and (ii) the discrimination prevention that comprises inducing patterns that
do not lead to discriminatory decisions even if the original training datasets are bi-
ased [Hajian and Domingo-Ferrer 2013, Ruggieri et al. 2014, Hajian et al. 2016]. Data
anonymization and generalization techniques can be used also to prevent prejudice and
discrimination, besides protecting privacy [Ruggieri et al. 2014, Wang et al. 2016].

No studies have yet been found associating smart toys with issues related to prej-
udice or discrimination, whether or not the toys are based on machine learning.

4. Method

In order to familiarize ourselves with smart toy analysis and the corresponding knowl-
edge base, we first carried out an exploratory research. Exploratory research aims to
provide greater familiarity with the problem to make it more explicit or build hypotheses
[Gil 2002]. Based on the results of this initial exploration, we chose Mattel’s Hello Bar-
bie as the case study’s object. The case study method seeks to know in-depth how and
why a given situation occurs, which is supposed to be unique in many aspects, seeking to
discover what is most essential and characteristic of it. The researchers do not intend to
intervene in the object to be studied, but to reveal it as they perceive it [Gil 2002].

The exploratory research was made into three empirical analyses: the first one
refers to the smart toy design, considering the physical component; the second analysis
refers to the knowledge base; and the third analysis refers to the outcomes of a previous
analysis in the conversational interaction capabilities. Regarding to the second analysis,
we studied possible sensitive subjects, considering the common discriminatory behav-
iors in childhood raised by a literature review, which are related to gender, race/ethnicity
and body type [Wang et al. 2010, Liu and Graves 2011, Powlishta et al. 1994], as well as
words, phrases, and context used in questions and answers by the doll, aiming to discover
sensitive subjects that can become discriminatory interaction. For analysis about conver-
sational interaction capabilities, the speech recognition feature was evaluated in relation
to the ease of dialog understanding, and the NLP-framework was evaluated in relation to
the capability of the smart toy to process the speech and to answer accordingly, with the
aim of capturing possible gaps in the dialogue functionality that could lead to misunder-
standings and incoherent answers, hence, the risk of causing discriminatory behaviors.

The choice of the Hello Barbie doll as the case study’s object was due to different
factors: (1) its popularity, both in the toy market and scientific literature; (2) the previous
studies and experiences of the researchers with the doll; (3) the availability and robustness
of the knowledge base, or as Mattel calls “dialog lines” 3 (with a fixed set of 8,000 phrases

3Mattel’s Hello Barbie dialog lines base is available at: http://hellobarbiefaq.mattel.com/wp-
content/uploads/2015/11/hellobarbie-lines-v2.pdf



from many subjects); and (4) the availability of its feature documentation, presenting how
the feature works, including technical issues.

Regarding the documentation specific for the two-way conversation functionality
logic, the smart toy used question-answering datasets to build its machine learning mod-
els, besides their own knowledge base of questions and answers. Pullstring’s ToyTalk
service, used by Hello Barbie on its dialog feature, applied machine learning sequence-
to-sequence (seq2seq) models [Sutskever et al. 2014], commonly used for speech recog-
nition tasks. This type of toy used sample phrases from question-answering datasets to
establish a dialogue with the child. This type of dataset can be seen as mapping a sequence
of words representing the question to a sequence of words representing the answer.

5. Results and discussion

Mattel’s Hello Barbie is a smart toy that was intended for children and teenagers (6 and 15
years old people), entitled to itself as the first fashion doll that could provide a two-way
conversation with the user. Embedded with a microphone, speaker, and Wi-Fi capabilities,
the speech recognition feature was activated by a push-and-hold on the belt buckle. The
doll was available in three different skin tones, trying to bring an ethnically diverse doll.
However, the dolls presented the same stereotypical appearance, such as body shape and
hairstyle, which actually showed a shallow diversity, contrary to what Mattel itself already
did with other lines of Barbie dolls in inclusion and diversity projects.

The content of the knowledge base was made internally by hand, specifically with
children’s usage in mind, trying to limit the subject’s variety, and not including con-
tent coming from open web search [Mattel’s Hello Barbie 2017]. Hello Barbie could
talk about different topics of interest including but not limited to fashion, school, fam-
ily, friends, holidays, and animals. These topics had the aim of creating an integrated
conversation with the user.

Some subjects could be considered sensitive, given the indirect consideration of
“race” when talking about haircut style embedded in the fashion topic, “sexual orien-
tation” when talking about family, and “religious beliefs” when talking about holidays
topic. Thus, this type of issue needs to be treated carefully in technology that has the
child as the main user, such as smart toys. To mitigate issues, the Hello Barbie doll’s
knowledge base document presented different answers to the same subject questions, in-
cluding the sensitive ones, in an attempt to diversify and adequate the dialog to different
scenarios (See in the Table 1).

In the conversation interaction analysis, we verified Hello Barbie’s two-way con-
versation feature gave the user a good range of freedom to start and conduct the dialog,
but the doll could conduct the conversation if the child asked for it. However, the doll’s
conversation followed a question-answer tree when necessary, which was designed to re-
direct inappropriate conversations [Mattel’s Hello Barbie 2017]. It was programmed not
to repeat the most popular curse words (called also as swear words) or give answers to
questions that involve words such as blood, death, and violence. The mechanism was
designed to respond by asking another question and starting a new subject.

Mattel’s Hello Barbie progressive learning feature meant the doll could tailor re-
sponses based upon the user’s play history with the doll, creating the ability to talk about



Table 1. Questions and respective answers options about hairstyle

Questions Answers
[1] Hi! I was just playing around
with different hairstyles. Can you
help me pick out the perfect one
for today?
[2] I always love your look. How
do you think I should wear my
hair today?

[1] A ponytail! Classic and chic!
[2] Adorable! I love pigtails. They’re just so playful!
[3] Oooh updos are so elegant!
[4] Braids are so beautiful! And there are so many
different kinds it’s fun learning. how to do them!
[5] I love retro hairstyles! It’s so fun to imagine what
it would be like to live in a different era.
[6] What a great idea! I think curly hair is so beautiful.
[7] The higher the hair, the happier I feel!
[8] Dreadlocks are beautiful!
[9] Awesome! Short hair is super stylish.

some of the user’s favorite subjects and timeline, remembering what was talked about in
the past [Mattel’s Hello Barbie 2017]. This feature had a relevant role in the appropriate
dialog build, forcing the right scenario on a question-answer dialogue, and avoiding mis-
leading answers and possible discriminatory responses. An identified problem involves
the speech technology behind the dialog functionality. The doll had difficulty recogniz-
ing the accents of non-native English language speakers, which could cause incompatible
answers.

The doll was targeted for children and teenagers (6 and 15 years old people),
covering more ages than the common age group of smart toys, which is 5 to 11 years
old. This could explain the freedom of usage, intended to create a dialogue closer to the
human. The question-answer tree proved to be a good feature to help to prevent some
prejudiced attacks, in view as discriminatory content such as racist words being treated
as bad language. This mechanism was important to avoid the doll from learning how to
misbehave through the progressive learning feature.

6. Final remarks

This research is an ongoing study, in which the analysis of the doll design has already been
completed, while the knowledge base analysis has been partially carried out, covering
only the issues related to ethnicity. In the next steps, the knowledge base analysis will
be refined and expanded for covering matters related to religion, sexual orientation, and
other sensitive topics. As future works, we aim to explore other smart toys and companion
robots which have children as main users and use a children-specific knowledge base.
The idea will be to continue analyzing knowledge bases construction and NLP features to
explore the risk of prejudiced and discriminatory behaviors in the interaction with kids.
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