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Abstract. As a highly data-driven application, recommender systems can be af-
fected by data distortions, culminating in unfair results for different groups of
data, which can be a reason to affect system performance. Therefore, it is im-
portant to identify and resolve issues of unfairness in referral scenarios. We
therefore developed an equity algorithm aimed at reducing group injustice in
recommender systems. The algorithm was tested on two existing datasets (Mo-
vieLens and Songs) with two user clustering strategies. We were able to reduce
group unfairness in both data sets by considering the two clustering strategies.

1. Introduction
Recommendation systems are crucial to various online platforms that exert significant
influence over the choices we make in our everyday lives. From social media platforms
such as Facebook and Twitter to streaming services such as Netflix and transportation
apps such as Uber, these systems shape our preferences and decisions. However, as our
reliance on these systems increases, it is important to consider potential inadvertent social
harms that may arise.

Computational models are not free from bias, as they are built and elaborated
based on human reasoning and decisions [Taso et al. 2023]. These models may present
biases and privilege certain groups over other groups [Ruback et al. 2021]. Therefore,
due to non-neutrality they can make discriminatory decisions [Niemiec et al. 2022].

In recent studies, it has been highlighted how recommendation systems, by pre-
dicting user preferences, can unintentionally perpetuate inequalities and injustices. For
instance, [Wang et al. 2023] and [Tang et al. 2023] indicate the possibility of such sys-
tems offering unfair or unequal quality of service to certain individuals or user groups.
Furthermore, it is important to emphasize that these systems can also contribute to social
polarization, widening the divergence between individual or user group preferences, as
demonstrated by [Cinus et al. 2022].

In job platforms, algorithms can develop gender biases, favoring male candidates
over female candidates [Kumar et al. 2023]. In online education, courses from more deve-
loped regions may be more prestigious in recommendations, perpetuating regional imba-
lances in access to quality education [Gómez et al. 2021]. On music streaming platforms,
promoting popular artists can limit the visibility of lesser-known talent, perpetuating the
success cycle for established artists [Mehrotra et al. 2018]. Recommendation systems in



e-commerce can reinforce consumption inequalities, with higher-spending customers re-
ceiving more exclusive options [Li et al. 2021].

These examples emphasize the importance of reflecting on the social impacts of
recommendation algorithms, highlighting the need for equity and fairness in these sys-
tems. Relevant works include [Barocas and Selbst 2016a] on algorithmic bias and the
study by [Sweeney 2013] on racial discrimination in online ads.

Recommendation accuracy is often used as a metric to evaluate the performance
of a recommendation algorithm-how well it can predict whether a user may like an item
or not, i.e., its utility. However, the issue of user fairness arises when it is necessary to
consider the unequal effects of recommendations on certain groups.

In this article, we introduce an algorithm that incorporates metrics to capture injus-
tice in recommendation systems, as well as a strategy to reduce group unfairness. Further-
more, we examine the relationship between improvements in socially relevant measures
and changes in the overall system accuracy.

This article is divided into four additional sections: In Section 2, we present the
results of a literature review; in Section 3, we describe the materials used, datasets, the
proposed approach, and the experimental methodology; in Section 4, we present and
discuss the obtained results; and finally, in Section 5, we conclude the work and outline
possible directions for future research.

2. Related Work

We begin this section by providing definitions of the justice concepts to be applied in this
project.

Justice is a topic of growing interest in the field of machine learning. After the
discussion in this section, we consider a recommendation system fair if it provides equal
quality of service (i.e., prediction accuracy) to all users or user groups [Zafar et al. 2017].

Next, we address how our fairness measures for recommendation systems relate
to those presented in previous research.

Justice in Machine Learning and Recommendation Systems: In recent
years, there has been increasing awareness of the potential social harms cau-
sed by the use of machine learning algorithms in decision-making scenarios
[Barocas and Selbst 2016b, Boyd and Crawford 2012]. In response, researchers
have proposed various notions and metrics of fairness for machine learning
tasks, including classification [Hardt et al. 2016, Bilal Zafar and Gummadi 2017,
Zafar et al. 2017, Zemel et al. 2013], regression [Berk et al. 2017], ranking
[Biega et al. 2018, Wang and Gong 2018, Zehlike et al. 2022], and set selection
[Celis et al. 2016]. These proposals can be grouped into two main categories: those that
measure fairness at the level of individual users and those that measure fairness at the
level of user groups [Dwork et al. 2011].

Relative to the research on learning tasks such as classification and regression,
few researchers have explored notions of fairness in the context of recommendation sys-
tems. Recently, Burke et al. [Burke et al. 2018] noted that recommendation systems that
predict user preferences for items should consider fairness from both sides: the pers-



pective of users receiving recommendations and the perspective of items being recom-
mended. Some of the early works by Kamishima et al. [Kamishima and Akaho 2017,
Kamishima et al. 2012, Kamishima et al. 2018] focused on notions of group-level fair-
ness, modifying the learning model to ensure that item recommendations were inde-
pendent of user characteristics such as race and gender. More recently, Beutel et al.
[Beutel et al. 2017] and Yao et al. [Yao and Huang 2017] defined notions of group-level
fairness in recommendation systems based on the prediction accuracy across different
user or item groupings.

Innovative Contributions: Unlike conventional strategies needing continuous ad-
justments [Kamishima et al. 2012, Burke et al. 2018], our approach avoids direct recom-
mendation algorithm modifications for each fairness principle. Additionally, unlike
[Rastegarpanah et al. 2018], which suggests preprocessing, we offer post-processing.

3. Materials and Methods

In this section, the methodology adopted in the computational experiments reported in
this study is detailed.

3.1. Database

Case Study 1 used the MovieLens 1M dataset1, which contains approximately 1 million
ratings of approximately 4000 movies made by approximately 6000 users, with ratings on
a 5-point scale [Harper and Konstan 2015]. We filtered the top 300 users with the most
ratings, along with the top 1000 most rated movies.

In Case Study 2, we used the Songs dataset2, which contains approximately 16000
ratings of approximately 19993 songs made by 16000 users, with ratings on a 5-point
scale. We also filtered the top 300 users with the most ratings, along with the top 1000
most rated songs.

In both studies, after the predictions were calculated by the recommendation al-
gorithm, we performed two types of user clustering: hierarchical clustering analysis and
95-5 clustering analysis. In the latter, we considered the number of ratings made by users.

We also considered a recommendation system that estimates unknown ratings
by solving the matrix factorization problem. The alternating least squares algorithm
[Hardt 2013, Hastie et al. 2014] was used to find the factors.

The module 1 of the algorithm, detailed in section 3.2, calculates the social justice
measures in the proposed case studies. Module 2 of the algorithm, as described in section
3.3, was employed to calculate a recommendation matrix that minimizes group unfairness,
i.e., that maximizes group fairness for social measures in recommendation systems.

Finally, the results of group justice measures and recommendation accuracy were
reported. We compared these measures by considering the estimated matrix calculated
by a traditional recommendation system X̂ with the estimated matrix calculated by the
equity algorithm X̂π.

1https://github.com/ravarmes/recsys-algorithm-impartiality/tree/main/data/MovieLens-1M
2https://github.com/ravarmes/recsys-algorithm-impartiality/tree/main/data/Songs



3.2. Module 1 of the Algorithm: Calculation of Social Measures
In light of all the specifications and discussions from the previous section, we for-
mally define the metrics that specify the objective functions associated with individual
justice and group justice. It is pertinent to mention that all implementations of the
fairness measures used in the proposed equity algorithm were based on the work of
[Rastegarpanah et al. 2018], providing a solid foundation for our approach to dealing with
social justice in recommendation systems.

We start by presenting the system configuration, the notation, and the problem
definition. Let us suppose that X ∈ Rn×m is a partially observed rating matrix of n users
and m items, where the element xij denotes the rating given by user i to item j. Let Ω be
the set of indices of known ratings in X . Furthermore, let Ωi denote the indices of known
item ratings for user i, and let Ωj denote the indices of known user ratings for item j.

For a matrix A, PΩ(A) is a matrix whose elements at (i, j) ∈ Ω are aij , and zeros
elsewhere. Similarly, for a vector a, PΩj

(a) is a vector whose elements at i ∈ Ωj are the
corresponding elements of a, and zeros elsewhere. Throughout the paper, we denote the
j-th column of A by the vector aj and the i-th row of A by the vector ai. All vectors are
column vectors.

Given a traditional recommendation system, an estimated matrix of recommenda-
tions X̂ = [X̂ij]n×m is generated. In this recommendation problem, we assume users in a
set {u1, u2..., un} and items in a set {v1, v2..., vm}.

Individual Justice. For each user i, we define ℓi, the user loss for i, as the estimate
of the mean squared error over the known ratings of user i. Individual unfairness Rindv as
the variation of user losses. To enhance individual justice, we aim to minimize Rindv.

ℓi =
||PΩi(x̂i − xi)||22

|Ωi|
Rindv(X, X̂) =

1

n2

n∑
k=1

∑
l>k

(ℓk − ℓl)
2 (1)

Group Justice. Let I be the set of all users/items and G = {G1, G2, ..., Gg} be a
partition of users/items into g groups, i.e., I = Ui∈{1,2,...,g}Gi. We define the group loss
as the estimate of the mean squared error over all known ratings in group i. For a given
partition G, the unfairness of the group Rgrp is the variation of all group losses. Again, to
improve group justice, we minimize Rgrp.

Li =
||PΩGi

(X̂ −X)||22
|ΩGi
|

Rgrp(X, X̂,G) =
1

g2

g∑
k=1

∑
l>k

(Lk − Ll)
2 (2)

3.3. Module 2 of the Algorithm: Social Equity Algorithm
In this module, we provide a framework that can generate fairness-aware recommendati-
ons based on a reranking method with fairness constraints.

Therefore, considering a traditional recommendation system that generates an
estimated recommendation matrix X̂ , each user ui receives a set of recommendations



{v1, v2..., vm|ui}, which, from the perspective of equity calculation, represents an indivi-
dual loss ℓi.

We use the estimated matrix X̂ to generate h other estimated matrices X̂1, X̂2...,
X̂h. These h estimated matrices are generated with random variations, bounded within
−ℓi/4 and +ℓi/4, for each value of x̂i corresponding to user i. This perturbation applies
not only to known ratings but also to all estimated recommendations.

The new values of cells x̂i in each of the estimated matrices X̂p can consider a
perturbation strategy based on the variance of rating differences versus recommendations.
In this context, we set a maximum variance of 16 (5−1)2, as the largest difference between
an actual and recommended value can be 4. For instance, we can consider an actual rating
of 1 for a specific item compared to a recommendation for the same item calculated at a
value of 5. Thus, we normalize the random recommendation value by dividing it by four
times the individual unfairness ℓi.

We apply the reranking algorithm to choose n rows {v1, v2..., vm|ui}, generating
a single estimated matrix X̂π.

For each estimated matrix, we calculate n individual losses (ℓi), corresponding to
the n users. Therefore, for each estimated matrix X̂p, where {1 ≤ p ≤ h}, we have a list
of n individual losses {ℓ1, ℓ2..., ℓn|X̂p}.

We define the matrix of individual losses Z = [Zij]n×h to represent the n indivi-
dual losses calculated for each of the h estimated matrices X̂p, where Zij ∈ {R+}, and
{1 ≤ i ≤ n}, and {1 ≤ j ≤ h}, index users and estimated matrices, respectively.

We define the binary matrix W = [Wij]n×h to indicate whether individual loss j is
considered for a user i in forming the final estimated matrix X̂π, where Wij ∈ {0, 1}, {1 ≤
i ≤ n}, and {1 ≤ j ≤ h} index users and individual losses, respectively. Specifically, if
individual loss j is considered for user i, then Wij = 1; otherwise, Wij = 0.

We apply the re-ranking algorithm to select n rows {v1, v2..., vm|ui}, generating a
single estimated matrix X̂π. In this algorithm, we aim to minimize the sum of individual
loss scores under equity constraints. Thus, we formulate the optimization procedure for
the fairness-aware recommendation problem:

Rgrp(X, X̂,G) =
1

g

g∑
k=1

(Lk − µ)2 Rmin
grp =

1

g

g∑
k=1

(Lk − µ)2 (3)

where:

ℓi =
n∑

i=1

h∑
j=1

WijZij Lk =
1

|ΩGi
|

|ΩGi
|∑

i=1

ℓGi
(4)

A general idea of the social equity algorithm, Algorithm 1, can be visualized in
Figure 1. The source code of this project is also available 3.

3https://github.com/ravarmes/recsys-algorithm-impartiality



Figura 1. Scheme of the equity algorithm

The five steps of Figure 1 can be detailed as follows:

1. Prediction: the matrix X filled with some ratings is considered by a traditional
recommendation system to make predictions of recommendations in X̂;

2. Clustering: users are grouped considering some common characteristic;
3. Estimated matrices: h estimated matrices are generated from perturbations of the

matrix X̂;
4. Individual fairness: the individual losses of each user in each of the h matrices are

calculated to assemble the matrix Z;
5. Group fairness: with the help of an optimization algorithm, the matrix W is gene-

rated, which represents the best combination of recommendations that minimizes
Rgrp (group unfairness).

Algorithm 1 Equity Algorithm

Require: Partially observed rating matrix X ∈ Rn×d of n users and d items, user groups
G = {G1, G2..., Gg}, number of estimated matrices to be generated h

Ensure: Estimated matrix considering lower individual losses X̂π

Calculate X̂
Calculate Rindv, Rgrp, RMSE of X̂
Calculate h estimated matrices {X̂1, X̂2..., X̂h}
p← 0
while p ≤ h do

Calculate Rindv, Rgrp, RMSE of X̂p

end while
Calculate Z ∈ Rn×h Matrix of individual losses for n users and h estimated matrices
X̂π = Optimization Algorithm applied to matrix Z



4. Results and Discussions

In this section, we showcase the performance of our reclassification method by emphasi-
zing the recommendation quality and the effectiveness of impartiality compared to those
of the traditional recommendation algorithms without awareness of impartiality. Experi-
mental settings regarding the types of user clustering and the number of estimated ma-
trices will be detailed below. In the results presented in tables, cells with the greatest
reductions in group unfairness are highlighted in red.

4.1. Experimental Settings

User Clustering. User clustering was conducted under two possible configurations:

• Hierarchical Clustering: Users were grouped into three clusters by using the hie-
rarchical method (Agglomerative Clustering4). The main goal in this case was to
identify nonobvious clusters.

• 95-5 Clustering: Users were divided into two groups. One group contained the top
5% of users with the highest number of ratings, while the remaining 95% of users
were placed in another group. The 5% group was considered privileged users,
while the 95% group represented nonprivileged users.

In both configurations, the variable used for identifying clusters was the number
of ratings given by users.

Number of Calculated Estimated Matrices (h). To determine the optimal num-
ber of estimated matrices to be calculated by the equity algorithm, we tested four possible
values of h: 3, 5, 10, 15, and 20. We conducted 10 repetitions for each h value.

The results of the experiments are presented in tables (1, 2, 3 and 4), providing the
following information:

• Dataset: Name of the dataset used;
• h: Quantity of calculated estimated matrices;
• Mean: Mean resulting from 10 repetitions of the equity algorithm execution;
• Standard Deviation: Standard deviation resulting from 10 repetitions of the equity

algorithm execution;
• (%): Percentage reduction or increase comparing the original mean and the mean

resulting from the equity algorithm execution.

Considering the MovieLens data from Table 1, we can observe that as we increase
the value of h, the group injustice Rgrp decreases. For h = 20, we managed to reduce the
value of Rgrp to 0.000143071, representing a reduction of 23.07% in Rgrp calculated prior
to executing the equity algorithm.

Table 1 also displays the efficiency of recommendations after applying the equity
algorithm. For the MovieLens dataset, as h increases, the RMSE also increases. Howe-
ver, this is a relatively small increase. Considering h = 20, the root mean squared error
was 0.888179990, representing only a 0.19% increase in RMSE. This implies that the
recommendations did not significantly lose efficiency after applying the equity algorithm.

4https://scikit-learn.org/stable/modules/generated/sklearn.cluster.AgglomerativeClustering.html



Tabela 1. Rgrp and RMSE for Hierarchical Strategy on MovieLens Dataset

Hierarchical Strategy for User Grouping {G1, G2, G3}
Fairness Measure: Group Injustice (Rgrp) — Original Mean 0.000185967

Efficiency Measure: Root Mean Squared Error (RMSE) — Original Mean 0.886507607
Dataset h Rgrp(µ) Rgrp(σ) (%) RMSE(µ) RMSE(σ) (%)

Movies

3 0.000153749 0.000003509 -17.32 0.890267822 0.000088645 0.42
5 0.000150642 0.000004826 -19.00 0.889607785 0.000077187 0.35

10 0.000148635 0.000005320 -20.07 0.889146792 0.000937324 0.30
15 0.000143388 0.000004164 -22.90 0.888427079 0.000046692 0.22
20 0.000143071 0.000002504 -23.07 0.888179990 0.000045354 0.19

Tabela 2. Rgrp and RMSE for Hierarchical Strategy on Songs Dataset

Hierarchical Strategy for User Grouping {G1, G2, G3}
Fairness Measure: Group Injustice (Rgrp) — Original Mean 0.534167908

Efficiency Measure: Root Mean Squared Error (RMSE) — Original Mean 0.886811055
Dataset h Rgrp(µ) Rgrp(σ) (%) RMSE(µ) RMSE(σ) (%)

Songs

3 0.416342698 0.012090458 -22.06 0.851455821 0.001627002 -3.99
5 0.372863539 0.009088738 -30.20 0.848962814 0.001855544 -4.27

10 0.331597033 0.012828769 -37.92 0.844854076 0.001735787 -4.73
15 0.311728809 0.007120742 -41.64 0.843491505 0.001043880 -4.88
20 0.300869422 0.007406372 -43.68 0.842314881 0.001559770 -5.02

Tabela 3. Rgrp and RMSE for 95-5 Strategy on MovieLens Dataset

95-5 Strategy for User Grouping {G1, G2}
Fairness Measure: Group Injustice (Rgrp) — Original Mean 0.000030415

Efficiency Measure: Root Mean Squared Error (RMSE) — Original Mean 0.886507607
Dataset h Rgrp(µ) Rgrp(σ) (%) RMSE(µ) RMSE(σ) (%)

Movies

3 0.000008842 0.000000244 -70.93 0.890821795 0.000106706 0.49
5 0.000008578 0.000000674 -71.80 0.890640562 0.000175177 0.47

10 0.000008483 0.000000265 -72.11 0.890861685 0.000101311 0.49
15 0.000008338 0.000000164 -72.59 0.891311053 0.000295554 0.54
20 0.000008502 0.000000227 -72.05 0.891029760 0.000056276 0.51

Tabela 4. Rgrp and RMSE for 95-5 Strategy on Songs Dataset

95-5 Strategy for User Grouping {G1, G2}
Fairness Measure: Group Injustice (Rgrp) — Original Mean 0.005148096

Efficiency Measure: Root Mean Squared Error (RMSE) — Original Mean 0.886811055
Dataset h Rgrp(µ) Rgrp(σ) (%) RMSE(µ) RMSE(σ) (%)

Songs

3 0.000782695 0.000457652 -84.80 0.887953802 0.002763840 0.13
5 0.000315979 0.000067582 -93.86 0.893862257 0.003343720 0.08

10 0.000315450 0.000027016 -93.87 0.897279633 0.001907185 1.18
15 0.000334982 0.000029861 -93.49 0.893956985 0.005758564 0.81
20 0.000354839 0.000068558 -93.11 0.897136207 0.001446050 1.16



The behavior of the data for the Songs dataset followed the same trend regarding
group injustice. The larger the h value is, the lower the group injustice Rgrp. In this case,
the reduction in injustice was greater compared to the reduction in the MovieLens dataset.
For h = 20, the value of Rgrp was 0.300869422, representing a reduction of 43.68%.

However, the efficiency measurement of recommendations in the Songs dataset
exhibited a different behavior compared to efficiency in the MovieLens dataset. For the
Songs dataset, with h = 20, the root mean squared error was 0.842314881, resulting
in a 5.02% reduction in RMSE. This indicates that the recommendations improved in
efficiency after applying the equity algorithm.

Tables 3 and 4 show the results of the equity algorithm applied to a 95-5 grouping
strategy. The reductions in injustice were even greater.

In Figure 2, we highlight the percentage reduction of group injustice Rgrp. We
compare the group injustices of the estimated matrix resulting from the application of
the equity algorithm X̂π with the group injustice calculated for the estimated matrix X̂ ,
resulting from the application of a traditional recommendation algorithm. Both datasets
(MovieLens and Songs) were considered, as well as the two user grouping strategies
(hierarchical and 95-5).

Figura 2. Percentage Reductions of Group Injustice Rgrp

A crucial aspect to highlight is the significant decrease in group inequality obser-
ved across all databases when the 95-5 clustering strategy is adopted. This result aligns
with the data-centric nature of recommendation systems, where users with a larger volume
of reviews tend to be disproportionately favored in both databases analyzed.

The algorithm’s rapid convergence after the inclusion of 5 matrices indicates that
the 95-5 clustering strategy efficiently mitigates the initial data inequalities. After re-
aching an equity threshold, the additional benefits of extra matrices are marginal, sug-
gesting the algorithm’s efficiency in correcting inequalities with few modifications. This
underscores the importance of identifying the optimal point of equity versus computatio-
nal cost to enhance the effectiveness and efficiency of recommendation systems.



5. Conclusion
In the present study, we develop and evaluate the equity algorithm in recommendation
systems considering different user grouping strategies. The equity algorithm managed
to decrease group injustice in both grouping strategies for both datasets. The most sig-
nificant reductions were observed in the Songs dataset. For instance, for a h = 10 in
the 95-5 grouping strategy, a reduction of 93.87% in Group Injustice Rgrp was observed.
Regarding the efficiency of recommendations, we note that even considering substantial
reductions in injustice, there were no significant losses in efficiency.

For future work, we plan to test the algorithm on additional datasets from diverse
contexts, aiming to evaluate its effectiveness across various domains. Furthermore, we
intend to analyze the results obtained from different recommendation strategies to gain a
deeper understanding of the algorithm’s robustness and adaptability. By conducting these
experiments, we aim to further validate the applicability of the proposed algorithm and
refine its performance under different circumstances.
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