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Abstract. This paper proposes non-functional requirements (NFR) to promote
the oversight of artificial intelligence (Al) to the Bill 2338/2023, which aims to
regulate the development and ethical use of Al in the country, due the growing
need for Al regulation, which presents ethical and technical challenges, espe-
cially in complex and high-risk systems. From the Bill artices we identified 32
non-functional requirements were identified, categorized into seven groups of
legal product requirements. The methodology included an exploratory analysis
of Bill and specialized literature for requirements identification, with the appli-
cation of a unified NFR taxonomy. The main results include the requirements or-
ganization, its accordance with the specialized literature, and the analyses of its
use on Al software development. This work contributes to legal compliance and
the implementation of governance practices that ensure security, transparency,
and ethics in Al systems, establishing a basis for future research that validates
and expands the set of proposed requirements.

Resumo. Este trabalho propde requisitos ndo funcionais (RNFs) para promover
a aderéncia de sistemas de inteligéncia artificial (IA) ao PL 2338/2023, que visa
regular o desenvolvimento e a utilizagcdo ética da IA no pais, dada a crescente
necessidade de regulamentacdo da IA, que apresenta desafios éticos e técnicos,
especialmente em sistemas complexos e de alto risco. A metodologia adotada
incluiu uma andlise exploratoria do PL e da literatura para a identificacdo dos
requisitos, com a aplicacdo de uma taxonomia unificada de RNFs. A partir
desta andlise foram identificados 32 requisitos ndo funcionais, categorizados
em sete grupos de requisitos legais de produto. Os principais resultados incluem
a organizagdo dos requisitos, sua conformidade com a literatura especializada
e a andlise das vantagens de seu uso no desenvolvimento de sistemas de IA.
O trabalho contribui para a conformidade legal e para a implementacdo de
prdticas de governanca que garantam a seguranga, transparéncia e ética nos
sistemas de IA, estabelecendo uma base para futuras pesquisas que validem e
ampliem o conjunto de requisitos propostos.



1. Introducao

Nas ultimas décadas, a Inteligéncia Artificial (IA) tem evoluido rapidamente, passando
de uma drea de pesquisa tedrica para uma tecnologia amplamente utilizada em diversas
industrias, incluindo sadde, finangas, educacdo, e transporte. Tecnologias como apren-
dizado de méquina, redes neurais e processamento de linguagem natural estdo na van-
guarda dessa revolugdo, permitindo que sistemas de IA realizem atividades cada vez mais
sofisticadas e autonomas [RUSSEL and NORVIG 2021].

No entanto, a2 medida que a IA se integra mais profundamente na sociedade,
surgem questdes complexas relacionadas a sua regulamentacdo, pois o crescimento
acelerado trouxe preocupacoes significativas em relagdo a privacidade, transparéncia e
seguranca [KEARNS and ROTH 2019, FLORIDI et al. 2018]. Devido a globalizagao e
ao amplo potencial de aplicacao de sistemas baseados em IA, uma falha em uma aplicacao
de larga escala pode prejudicar milhdes de pessoas, como observado em casos como o
COMPAS nos Estados Unidos da América [ANGWIN et al. 2016]. No cenario brasileiro
também se pode observar casos de discriminacdo algoritmica, especialmente em sistemas
de visdo computacional para identificacdo de potenciais suspeitos. Tais aplicacdes ten-
dem a reconhecer, erroneamente, pessoas pretas que podem ser detidas injustamente
[FALCAO 2021]. Portanto, 2 medida que as previsdes baseadas em algoritmos se tor-
nam mais comuns nas empresas em diferentes aplicacoes, a necessidade de IA confidvel
se torna cada vez mais premente [SILVA and ALVES 2023].

A regulamentagdo da IA € um possivel caminho para garantir que o desenvolvi-
mento e a aplicacdo dessas tecnologias sejam conduzidos de maneira ética e segura. A
falta de legislac@o pode resultar em riscos significativos, como a amplia¢ao de vieses exis-
tentes, a violagcdo de privacidade e a criacdo de desigualdades sociais [LUDGERO 2024].
Além disso, hd preocupacdes sobre a transparéncia e a responsabilidade dos sistemas de
IA, especialmente em dreas criticas como a tomada de decisdes automatizadas em pro-
cessos judiciais, diagndsticos médicos e concessdo de crédito.

Neste contexto, a regulamentacdo da IA ndo se trata apenas de mitigar riscos,
mas também de criar um ambiente onde a inovagdo possa prosperar de forma segura e
inclusiva. Leis e diretrizes adequadas podem incentivar a concepg¢ao responsdvel da 1A,
promover a confianga do publico nas tecnologias emergentes e assegurar que os beneficios
da TA sejam amplamente distribuidos.

A Unido Europeia tem sido pioneira no debate sobre a regulamentacio da IA,
tendo debatido esse assunto ao longo de vérios anos e indicando um comprometimento
de longo prazo com novas leis. Em abril de 2021, a Comissdo Europeia prop0s a versao
inicial do texto de lei para regulamentacdo, chamado de Artificial Intelligence Act (Al
Act), que propde a classificagdo dos sistemas em diferentes categorias de riscos e define
requisitos para aplicagcdes de IA de alto risco, enfatizando a transparéncia, a responsabil-
idade e a supervisdo humana. O EU AI Act € alinhado com as defini¢cOes de principios
propostos pela Organizagdo para a Cooperagdo e Desenvolvimento Econdmico (OCDE),
e serviu de inspiragdo para a maioria das legislagdes ao redor do globo.

Neste sentido, mostrando preocupacao com a regulamentacao de sistemas de 1A,
parlamentares brasileiros elaboraram o Projeto de Lei n° 2338 de 2023. O PL 2338/2023
visa estabelecer diretrizes € normas para o uso de tecnologias de Inteligéncia Artificial no



Brasil e estd em tramitac¢do no plendrio.

Elaborado por um grupo composto por juristas, especialistas e representantes da
sociedade civil, o texto do PL 2338/2023 estabelece diversas normas para o concepgao
e a implementagdo de sistemas de IA por empresas, assim como tenta assegurar que as
pessoas tenham o direito de compreender como interagir com esses sistemas e entender
as suas tomadas de decisao.

Apesar do avango de legislagdes, muitas organizacdes podem enfrentar desafios
durante a adaptacdo de seus sistemas de IA as exigéncias legais. A auséncia de diretrizes
claras sobre como traduzir essas leis em requisitos técnicos, especialmente requisitos nao
funcionais, cria uma distancia entre o desenvolvimento de IA e sua conformidade legal.

Nota-se, assim, a necessidade de criacdo de mecanismos para auxiliar as
organizagdes a atingir a conformidade com o PL 2338/2023, uma vez que as propostas e
discussdes sao ainda incipientes. Pode-se pensar, por exemplo, em definir um conjunto
de requisitos ndo funcionais (RNFs) para auxiliar empresas e desenvolvedores a atingir
tal conformidade. RNFs sdo o conjunto de requisitos de um sistema que ndo estdo di-
retamente relacionados as suas funcionalidades, mas sim a questdes de confiabilidade,
performance e restricdes (de hardware ou legais), por exemplo [SOMMERVILLE 2007].

Portanto, no contexto da conformidade de sistemas de IA a regulamentacdes rela-
cionadas, RNFs como segurancga, auditabilidade e transparéncia, podem ser essenciais
para garantir que seu desenvolvimento esteja aderente a tais legislacdes. Apesar disso,
a definicdo destes requisitos podem nao ser identificada ou priorizada no processo de
desenvolvimento.

Deste modo, o objetivo geral deste trabalho € propor um conjunto de requisitos nao
funcionais que auxiliam a aderéncia de algoritmos de Inteligéncia Artificial as legislacoes,
usando como base o PL 2338/2023. Com isso, esperamos contribuir para a producao de
tecnologias mais seguras, transparentes e alinhadas aos principios éticos e legais. Através
dessa proposta, busca-se oferecer um referencial pritico para empresas e desenvolvedores
que desejam assegurar a conformidade de seus sistemas de IA com a legislacdo nacional.

Ao propor um conjunto de requisitos que possa guiar a elaboracdo de sistemas
de IA de maneira consistente com as regulamentacdes, este trabalho busca facilitar o
alinhamento entre tecnologia e leis, contribuindo para o desenvolvimento de sistemas
mais seguros e transparentes. Isso ndo s beneficia as organiza¢des que desenvolvem e
utilizam algoritmos inteligentes, mas também promove uma maior confianga publica na
adocao dessa tecnologia.

Em sua estrutura, o presente artigo apresenta nas Se¢oes 2 € 3 um resumo sobre o
Projeto de Lei 2338/2023 e sobre a taxonomia usada como base neste trabalho. A Secao
4 apresenta a metodologia empregada. Na Secdo 5, sao expostos os RFNs identificados e
uma discussao sobre eles. A Secdo 6 descreve as conclusoes e trabalhos futuros.

2. Projeto de Lei 2338/2023

O PL 2338/2023 [PL-2338/2023 2023] estabelece diretrizes para o desenvolvimento,
implementagdo e uso de sistemas de inteligéncia artificial no Brasil. Seu objetivo princi-
pal é assegurar que esses sistemas sejam utilizados de maneira ética, segura e responsavel,
promovendo o bem-estar social e evitando prejuizos a individuos ou coletividades. O Ar-



tigo 2° do projeto de lei apresenta fundamentos relevantes para o desenvolvimento, a
implementagdo e o uso de sistemas de IA no pafs, como a centralidade da pessoa humana,
o respeito aos direitos humanos, a ndo discriminag¢do e a privacidade e prote¢dao de dados.

Além dos principios para o desenvolvimento e uso da [A, o PL também apresenta
outros pontos importantes, como a categorizacdo dos riscos, sangdes € a promocao da
pesquisa em IA. O Projeto de Lei ainda define alguns conceitos € agentes importantes
envolvidos no desenvolvimento deste tipo de aplicacao. Neste trabalho, seguimos as mes-
mas definicdes, sendo elas:

1. Sistema de inteligéncia artificial: sistema computacional desenhado para inferir
como atingir um dado conjunto de objetivos, utilizando abordagens baseadas em
aprendizagem de méquina e/ou ldgica e representacdo do conhecimento;

2. Fornecedor de sistema de inteligéncia artificial: pessoa natural ou juridica, de
natureza publica ou privada, que desenvolva um sistema de inteligéncia artificial
com vistas a sua colocagdo no mercado ou a sua aplicagdo em servico por ela
fornecido;

3. Operador de sistema de inteligéncia artificial: pessoa natural ou juridica, de na-
tureza publica ou privada, que empregue ou utilize sistema de inteligéncia artifi-
cial, salvo se o referido sistema for utilizado no ambito de uma atividade pessoal
de caréter ndo profissional;

4. Agentes de inteligéncia artificial: fornecedores e operadores de sistemas de in-
teligéncia artificial,;

5. Autoridade competente: 6rgao ou entidade da Administracao Publica Federal res-
ponsavel por zelar, implementar e fiscalizar o cumprimento desta lei em todo o
territério nacional;

6. Discriminacdo: qualquer distin¢do, exclusdo, restricdo ou preferéncia, em qual-
quer area da vida publica ou privada, cujo proposito ou efeito seja anular ou
restringir o reconhecimento, gozo ou exercicio, em condicdes de igualdade, de
um ou mais direitos ou liberdades previstos no ordenamento juridico, em razao
de caracteristicas pessoais como origem geografica, raga, cor ou etnia, género,
orienta¢do sexual, classe socioecondmica, idade, deficiéncia, religido ou opinides
politicas;

7. Discriminagdo indireta: discriminagdo que ocorre quando normativa, pratica ou
critério aparentemente neutro tem a capacidade de acarretar desvantagem para
pessoas pertencentes a grupo especifico, ou as coloquem em desvantagem, a
menos que essa normativa, pratica ou critério tenha algum objetivo ou justificativa
razoavel e legitima a luz do direito a igualdade e dos demais direitos fundamentais.

Em relac@o aos riscos dos sistemas baseados em IA, o PL 2338/2023 estabelece
critérios de risco especificos para a classificacdo de sistemas de inteligéncia artificial,
definindo dois niveis principais: risco excessivo e alto risco. Esta categorizacdo visa
diferenciar o grau de impacto que esses sistemas podem causar a seguranca, aos direitos
e as liberdades das pessoas e, assim, determinar o nivel de controle regulatorio necessario
para garantir sua conformidade.

Sistemas de risco excessivo sdo considerados os mais prejudiciais, apresentando
potenciais impactos significativos a integridade fisica, aos direitos fundamentais e a vida
das pessoas, sendo proibidos pelo presente PL.



Ja aplicacoes categorizadas de alto risco, embora ndo proibidas, sdo regulamen-
tadas de forma rigorosa devido ao seu impacto potencial em setores criticos, como satde,
educagdo, seguranca publica e justica. De modo que o PL exige a implementacdo de
controles especificos para garantir que esses sistemas sejam explicaveis, auditaveis e pro-
jetados para minimizar vieses discriminatdrios.

Tais defini¢cOes expostas no Projeto de Lei 2338/2023 mostram a importancia de se
construir mecanismos para que as empresas € desenvolvedores consigam melhor se ade-
quar ao proposto na regulamentacdao quando esta for sancionada. Mas, mesmo antes da
sancdo, se tratando de aplicacdes com possiveis impactos e riscos na sociedade, € impor-
tante que passemos a considerar tais aspectos no desenvolvimento de nossas aplicagdes
baseadas em IA.

3. Taxonomia unificada para RNF

[BENITTI and RHODEN 2015] apresentaram uma taxonomia unificada, a partir de dife-
rentes taxonomias propostas na literatura para requisitos nao funcionais. Em seu trabalho,
abrangeram 90 aspectos relacionados aos RNFs, de modo a organizar os requisitos, faci-
litando a verificacdo, validacdo e reutilizagao.

A taxonomia unificada considera as taxonomias propostas  por
[SOMMERVILLE 2007] e pela norma [ISO/IEC-25010:20102010]. A primeira
divide os RNFs em trés classes: (1) produto - que especificam os atributos de qualidade
que o sistema deve apresentar; (2) organizacionais - que sao derivados de politicas
e procedimentos da organizacdo; e (3) externos - que abrangem todos os requisitos
derivados de fatores externos ao sistema e o seu processo.

Ja a taxonomia proposta pela [ISO/IEC-25010:2010 2010] baseia-se no segundo
nivel, dividindo os requisitos de produto de acordo com as sete caracteristicas prin-
cipais do software: confiabilidade, compatibilidade, usabilidade, eficiéncia, segurancga,
manutenibilidade e portabilidade.

Na proposta das autoras, 0s requisitos organizacionais e externos sao divididos
segundo a taxonomia definida por [SOMMERVILLE 2007], que divide os requisitos or-
ganizacionais entre comerciais e restricoes de desenho/projeto, e divide os requisitos ex-
ternos entre legais e éticos. Além disso, os requisitos de produto sdo destrinchados pelas
categorias identificadas na norma [ISO/IEC-25010:2010 2010]. A Figura 1 apresenta a
taxonomia unificada de RNFs proposta por [BENITTI and RHODEN 2015].

Neste trabalho foi adotada a taxonomia unificada apresentada na Figura 1 para
identificar e classificar os requisitos ndo funcionais para sistemas de IA com base no PL
2338/2023. Esses resultados sdo explanados nas se¢oes seguintes.

4. Metodologia

Neste trabalho tivemos como objetivo mapear RNFs para conformidade com a proposta
de regulamentacao de IA no Brasil. Para isso, foram necessdrias etapas de imersao e
revisdo do texto do projeto de lei e literatura especializada sobre aspectos éticos no de-
senvolvimento de sistemas inteligentes.

Deste modo, aplicamos uma abordagem exploratdria e descritiva. O cardter explo-
ratorio se justifica pela investigacao da proposta de regulamentagdo de IA no Brasil, além



Confiabilidade
Compatibilidade

Performance e
Eficiéncia

Manutencao e
Suporte

Portabilidade

4{ Requisitos de Produto ]7 Usabilidade

Seguranca

] N

. I - o Restriges de
Requisitos Nao Fur J ,LReqmsnos Organizacionais ¢

Desenho/Projeto

Comerciais

Requisitos Externos Legais

Eticos

i

Figure 1. Taxonomia unificada dos RNF [BENITTI and RHODEN 2015]

da andlise de artigos cientificos e documentos legais. O objetivo foi identificar as prin-
cipais diretrizes e requisitos que possam ser aplicados ao desenvolvimento de sistemas
baseados 1A, estabelecendo uma base s6lida para a proposta de requisitos ndo funcionais.

Ja o aspecto descritivo visa documentar de forma clara o processo de elaboracao
desses requisitos com base na legislacdo existente. Deste modo, buscamos responder a
seguinte questdo de pesquisa: E possivel identificar um conjunto basico de requisitos
nao funcionais essenciais que todo sistema de IA deve se preocupar durante sua fase de
desenvolvimento considerando o PL 2338/2023? Caso positivo, quais seriam eles?

Com a andlise do PL buscou-se identificar os requisitos de conformidade legal,
tanto em nivel de protecdo de dados e privacidade, quanto em transparéncia e acessibili-
dade dos sistemas. Essa etapa forneceu subsidios para mapear requisitos relevantes para
os sistemas de IA, servindo como base para a formulacdo dos RNFs propostos.

A partir do mapeamento das exigéncias legais do PL 2338/2023, foram extraidos
requisitos que se enquadram em categorias propostas pela taxonomia unificada apresen-
tada na Secdo 3 como seguranga, usabilidade, confiabilidade, entre outros. Cada requisito
proposto foi detalhado de forma a garantir que o desenvolvimento de sistemas basea-
dos em IA esteja em conformidade com as obrigacdes legais e éticas delineadas pela
regulamentacio analisada.

Por fim, realizou-se uma avaliacdo com dois especialistas para validar e incor-
porar apontamentos externos. Tal validacdo se deu com a apresentacao dos requisitos
mapeados e classificados na taxonomia. Com esta se¢do com especialistas foi possivel
evoluir algumas das classificacdes dos RNFs, deixando-as mais adequadas ao contexto do
PL. O resultado final do mapeamento dos RNFs com os apontamentos dos especialistas
sdo apresentados na Secao 5. Entendemos que, apesar de valiosa, o nimero pequeno de
especialistas consultados foi uma limitacao deste trabalho.

5. Resultados e Discussoes

Nesta Sec¢do apresentamos e discutimos os principais RNFs mapeadas, em conformidade
com o PL 2338/2023, que se aplicam ao desenvolvimento de sistemas de IA, incluindo



seguranca, acessibilidade, transparéncia e explicabilidade. Além disso, discutimos como
esses requisitos sdo cruciais para a aderéncia legal e os desafios que podem surgir durante
a sua implementacdo em sistemas de IA. Nesta Secdo destacaremos alguns dos RNFs
mapeados por categoria e os demais podem ser consultados no repositério do projeto’.

5.1. Mapeamento dos RNFs com base no PL 2338/2023

A partir da taxonomia unificada de tipos de RNFs proposta por
[BENITTI and RHODEN 2015], realizamos uma modificacdo para adequi-la ao
nosso problema. Como todos os RNFs aqui levantados sdo baseados em uma legislacao,
todos eles se enquadram na classificacdo de requisitos legais pela definicio de
[SOMMERVILLE 2007], portanto todos também sio requisitos externos. Contudo
eles também refletem em outros aspectos especificos associados com o produto sendo
desenvolvido.

Assim, entendemos que os requisitos nao funcionais extraidos da legislacdo sio
também requisitos de produto e fazem parte dos requisitos legais do projeto. Em nossa
adequacao da taxonomia, os requisitos €ticos também fazem parte dos requisitos de pro-
duto. Além disso, identificamos uma categoria de requisitos para os sistemas de IA, que
sdo os requisitos de transparéncia (ndo foram identificados requisitos de compatibilidade
e portabilidade). A proposta de RNFs e suas classificacdes sdao apresentadas na Figura 2.
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Figure 2. RNFs propostos em aderéncia ao PL 2338/2023

Foram mapeados 32 RNFs baseados no PL 2338/2023. A Tabela 1 apresenta
a relacdo de cada RNF com os Artigos propostos no projeto de regulamentacdo. De

"https://github.com/GiovanniBru/rnf-pl-regulamentacao-ia



modo geral os RNFs identificados estdo alinhados também com a literatura especia-
lizada. Por exemplo, os requisitos de transparéncia dizem respeito a técnicas de ex-
plicabilidade e clareza de autonomia para os usudrios de sistemas baseados em IA
[BELLE and PAPANTONIS 2021]. Bem como os requisitos €ticos estdo diretamente
relacionados com trabalhos sobre o impacto da diversidade de times € em como podemos
usar técnicas de equidade algoritmica para mitigar discrimina¢des nos modelos criados

[LEAVY 2018, SANTOS et al. 2024].

ID Req Classificacio Principio Regulatério
RFEN.CO1 Robustez contra falhas Confiabilidade Art. 3°
RFN.C02 | Organizacdo e separacdo de dados para treinamento e testes | Confiabilidade Art. 19°
RFN.C03 Testes de confiabilidade periédicos Confiabilidade Art. 20°
RFN.C04 Monitoramento de acurécia e robustez Confiabilidade Art. 20°
RFN.UO1 Acessibilidade Usabilidade Art. 2°e Art. 3°
RFN.U02 Inteligibilidade Usabilidade Art. 3°
RFN.TO1 Explicabilidade Transparéncia Art. 3°, Art. 5° Art. 7°, Art. 8%, Art. 9° e Art. 20°
RFN.T02 Transparéncia nas interagdes com usudrios Transparéncia Art. 19°
RFN.T03 Transparéncia no nivel de contribui¢do da IA Transparéncia Art. 19°
RFN.M01 Rastreabilidade Manutenibilidade Art. 3°e Art. 7°
RFN.M02 Gerenciamento de falhas Manutenibilidade Art. 3°
RFN.MO03 Monitoramento e correcdo de vieses Manutenibilidade Art. 5°e Art. 19°
RFN.M04 Possibilidade de interven¢do ou revisdo humana Manutenibilidade Art. 8°e Art. 10°
RFN.MO5 Corregao de dados Manutenibilidade Art. 9°
RFN.PO1 Eficiéncia energética Performance Art. 2°
RFN.P02 Tempo de resposta e laténcia Performance Art. 2°
RFN.EO1 Avaliacdo preliminar de riscos Seguranca Art. 13°
RFN.E02 Avaliacdo de impacto algoritmico Seguranca Art. 22°
RFN.E03 Auditabilidade Seguranca Art. 3°
RFN.E04 Confidencialidade Seguranca Art. 3°e Art. 5°
RFN.EO5 Privacidade Seguranca Art. 3°e Art. 19°
RFN.E06 Contestabilidade Seguranca Art. 5°e Art. 9°
RFN.E07 Reversabilidade Seguranca Art. 5°
RFN.E08 Envolvimento humano em decisdes criticas Seguranca Art. 11°
RFN.E09 Justificativa para diferenciacdo legitima Seguranca Art. 12°
RFN.E10 Comunicacio de incidentes de seguranca Seguranca Art. 31°
RFN.E11 Intervenc@o humana em sistemas de alto risco Seguranca Art. 20°
RFN.E12 Documentagio de sistemas de alto risco Seguranca Art. 20°
RFN.EO1 Naio-discriminagdo Eticos Art. 2°, Art. 3°, Art. 5°, Art. 7°, Art. 9°, Art. 12° e Art. 20°
RFN.E02 Proibicao de técnicas subliminares Eticos Art. 14°
RFN.E03 Protegdo de grupos vulnerdveis Eticos Art. 14°
RFN.E04 Inclusdo de equipes diversas no desenvolvimento Eticos Art. 20°

Table 1. Relacao entre os RNFs e os principios regulatorios do PL 2338/2023

Para exemplificar o uso pratico dos RNFs apresentados podemos detalhar alguns
dos requisitos propostos. Por exemplo, o requisito de monitoramento e correcdo de vieses
diz que “O sistema de IA deve ter mecanismos de monitoramento continuo para identificar
e corrigir vieses discriminatdrios, assegurando que os resultados sejam justos e imparciais
para todos os grupos”.

Considerando tal RNF um time de desenvolvimento pode elencar métricas de
justica algoritmica para avaliagdo, identificar quais atributos devem ser classificados como
atributos protegidos, bem como identificar quais os grupos (majoritirios e minoritarios)
nesses atributos. Além disso, o time pode estabelecer o limiar em que as métricas moni-
toradas devem performar, assim permitindo que a equipe possa garantir tal monitora-
mento. Sendo estes aspectos totalmente relacionados com técnicas e praticas recomen-
dadas pela comunidade [MEHRABI et al. 2019, DE LIMA et al. 2024].

Exemplicando agora o RNF sobre eficiéncia energética que tem como descri¢ao
“O sistema de IA deve ser projetado para otimizar o uso de recursos computacionais,
minimizando o impacto ambiental por meio de préticas sustentaveis de desenvolvi-
mento e operagao”. Tal requisito estd alinhado com a literatura no que diz respeito



aos impactos ambientais do treinamento dos modelos de aprendizado de mdaquina
[BENDER et al. 2021]. Com este requisito os responsaveis podem elencar o consumo
médio que uma rodada de treinamento do modelo deve apresentar. Podendo ser uma
métrica norteadora, inclusive, para a escolha do algoritmo que seré treinado.

5.2. Vantagens e desafios da conformidade

Garantir a conformidade dos sistemas de inteligéncia artificial com os requisitos ndo fun-
cionais nao apenas mitiga riscos legais e sanc¢oes previstas no PL 2338/2023, mas também
traz vantagens estratégicas para as organizacdes. Primeiramente, a compatibilidade com
regulamentacdes internacionais, como o RGPD e o EU Al Act, fortalece a competitivi-
dade global das empresas brasileiras, ampliando suas oportunidades de mercado. Além
disso, a conformidade melhora a confiancga do publico e dos consumidores, especialmente
em setores sensiveis, a0 demonstrar compromisso com transparéncia, seguranca e ética.

A conformidade pode aprimorar a eficiéncia operacional e a sustentabilidade fi-
nanceira, pois a ado¢do de praticas rigorosas de seguranca e monitoramento reduz falhas
inesperadas, minimizando custos com corre¢des e evitando danos a reputacao da empresa.
Manter a aderéncia aos RNFs também torna as organiza¢des mais resilientes a mudancas
regulatdrias, garantindo uma adaptagcao mais 4gil a novas exigéncias legais e do mercado.

No entanto, a busca pela conformidade apresenta desafios. A implementacdo dos
RNFs exige investimentos em infraestrutura tecnoldgica, auditorias continuas e equipes
especializadas para monitoramento e adaptacao dos sistemas. Modelos complexos de 1A,
especialmente aqueles baseados em deep learning, podem dificultar a explicabilidade e
a rastreabilidade das decisoes, tornando a transparéncia um obstaculo técnico relevante.
Além disso, corrigir vieses algoritmicos e garantir a seguranca dos sistemas sao processos
continuos, que demandam recursos e metodologias adequadas.

Dessa forma, a conformidade com a regulamentacdo de IA ndo deve ser vista
apenas como um custo ou uma exigéncia regulatéria, mas como uma prética estratégica
que equilibra inovagdo e responsabilidade, mitigando riscos e promovendo um ambiente
mais seguro e confidvel para o desenvolvimento e uso da inteligéncia artificial.

6. Conclusoes

O presente trabalho abordou a proposta de um conjunto de requisitos nao funcionais para
sistemas de inteligéncia artificial, embasados na proposta regulamentagdo brasileira (PL
2338/2023). Através de uma analise detalhada da lei, foram identificados 32 RNFs dis-
tintos, os quais foram organizados em sete categorias principais, baseando-se em uma
taxonomia unificada de RNFs proposta na literatura.

Esse mapeamento teve como objetivo proporcionar uma estrutura de governanga
para a implementacgdo de sistemas de IA que estejam em conformidade com as diretrizes
nacionais, oferecendo, assim, maior seguranca juridica, ética e técnica para esses sis-
temas. Portanto, mesmo sem a aprovacao do projeto de lei, a aplicagdo dessa estrutura
de governancga € util para o aprimoramento da efici€éncia organizacional e para garantir a
confiancga do usuadrio.

Dada a amplitude do tema e o ritmo acelerado das atualizagGes regulatorias e
tecnoldgicas, ha diversas oportunidades para o aprofundamento deste estudo. Primeira-
mente, para mitigar a limitacdo que este trabalho apresentou em relacdo ao baixo



nimero de avaliadores consultados, pode-se realizar entrevistas com um maior conjunto
de profissionais e académicos, visando validar os requisitos ndo funcionais propostos
neste trabalho e obter uma perspectiva prética sobre sua aplicabilidade no contexto da
regulamentacdo brasileira, como também a identificacdo de métricas que suportem a
validacao dos RNFs identificados.

Ainda este sentido também pode-se realizar avaliagdes com usudrios de sistemas
baseados em IA buscando validar se o uso dos RNFs propostos no desenvolvimento de
sistema computacionais tem relevancia para aumentar a sua confiangca em relacao ao uso
de tais sistemas. Por fim, ainda elencamos outra linha promissora de pesquisa que en-
volve o acompanhamento das emendas que venham a ser aprovadas apds a votacdo da
PL 2338/2023. As atualizagdes legais podem impactar diretamente os requisitos de con-
formidade e seguranca, além de afetar as sanc¢des e procedimentos de governanca.
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