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Abstract. Latency-sensitive applications, such as interactive streaming and
real-time industrial systems, require fast and stable responses, even under ad-
verse network conditions. However, traditional traffic control methods struggle
with variability and congestion, compromising quality of service (QoS). This pa-
per proposes a telemetry-based control mechanism for programmable networks,
evaluated through a proof of concept with video-specific scenarios. The results
show that the solution ensures greater stability and maintenance of QoS, stan-
ding out for its rapid adaptation to traffic variations.

Resumo. Aplicagées sensiveis a laténcia, como streaming interativo e sistemas
industriais em tempo real, demandam respostas rdpidas e estdveis, mesmo sob
condigoes adversas de rede. No entanto, métodos tradicionais de controle de
trdafego enfrentam dificuldades diante da variabilidade e do congestionamento,
comprometendo a qualidade de servico (QoS). Este artigo propdoe um meca-
nismo de controle baseado em telemetria para redes programdveis, avaliado
através de uma prova de conceito com cendrios de transmissoes de video. Os
resultados mostram que a solugcdo garante maior estabilidade e manutencdo da
QoS, destacando-se pela rdpida adaptacdo as variagoes de trdfego.

1. Introducao

A demanda por aplicagdes sensiveis a laté€ncia tem crescido com a rdpida adogao de tec-
nologias como veiculos autonomos, realidade aumentada/virtual (AR/VR), sistemas de
controle industrial e streaming de video [Avan et al. 2023]]. Essas aplicagcdes exigem res-
postas em tempo real, em que atrasos na transmissao de dados podem resultar em uma
degradacdo significativa de desempenho ou em falhas criticas. Neste sentido, os desafios
no gerenciamento de aplicagdes sensiveis a laté€ncia incluem a variabilidade dinamica das
condicdes da rede, a complexidade na priorizacdo de trafego e a necessidade de garantir
uma qualidade de servigo (QoS, do inglés Quality of Service) em ambientes com multiplos
fluxos de dados. Tradicionalmente, técnicas como a otimizacao de protocolos de rede, o
uso de redes de entrega de conteudo e a implementagao de algoritmos de escalonamento
tém sido empregadas para mitigar esses problemas [[Yang et al. 2023|]. No entanto, tais
abordagens muitas vezes sao insuficientes para lidar com a dinamicidade das redes atuais.

Impulsionadas por tecnologias como redes definidas por software (SDN, do
inglés Software-Defined Networking) e virtualizacdo de funcoes de rede (NFV, do inglés



Network Function Virtualization), as redes programaveis possibilitam o controle preciso e
dindmico do trafego de rede [Ray and Kumar 2021]]. Além disso, a programabilidade no
plano de dados e a telemetria em tempo real permitem uma medi¢do continua do estado
da rede com um alto nivel de granularidade [Arslan and McKeown 2019]]. Com estas tec-
nologias, é possivel implementar mecanismos de monitoramento e atuagdo para tornar a
rede mais responsiva as variagdes das condi¢des de trafego.

Nesse contexto, um mecanismo de controle que integra telemetria em tempo real
a um plano de dados programavel € proposto neste artigo. Tal mecanismo coleta métricas
dos switches da rede de transporte e, com base em politicas predefinidas, faz ajustes di-
namicamente, priorizando fluxos criticos, com o objetivo de garantir baixa laténcia para
aplicagdes sensiveis ao atraso. Como forma de validar o mecanismo proposto, elaboramos
uma prova de conceito (PoC, do inglés Proof-of-Concept) para ilustrar a aplicabilidade do
controle integrado ao plano de dados em cendrios de transmissdo de video na Indtstria
4.0. Uma avaliacdo de desempenho, realizada com trés cendrios distintos, demonstrou
que a abordagem proposta reduz a laténcia fim a fim em até 30%, ao passo que mantém
as métricas de qualidade do video recebido estaveis.

Adiante neste artigo, a Secdo [2] apresenta conceitos importantes para o melhor
entendimento da solugdo proposta. Na Secdo [3] os trabalhos relacionados sao descritos e
comparados. A Secdo4{detalha o mecanismo de controle baseado em telemetria proposto
e os cendrios da PoC. Os resultados obtidos sdo apresentados na Secdo E} Por fim, a
Segdol6|finaliza o trabalho com as consideragdes finais e perspectivas de trabalhos futuros.

2. Conceitos Fundamentais

Esta secdo apresenta brevemente os conceitos fundamentais necessarios para uma melhor
compreensao deste artigo, i.e. redes programdveis e telemetria no plano de dados.

2.1. Redes Programaveis

Redes programdveis representam um novo paradigma no gerenciamento de redes, ofe-
recendo maior flexibilidade e controle dindmico. Diferente das redes tradicionais, cujo
comportamento da rede € definido em hardware, as redes programdveis permitem contro-
lar a infraestrutura via software e adaptar o seu funcionamento em tempo real, tornando-a
mais responsiva. Essa mudanga € possibilitada pela abordagem SDN, que separa o plano
de controle (responséavel por decisdes de roteamento), do plano de dados (que executa o
encaminhamento de pacotes). Com isso, € possivel centralizar o controle da rede e pro-
gramar comportamentos dindmicos, como ajustes de rotas e priorizagdo agil de trafego.

Adicionalmente, a programabilidade no plano de dados permite implementar
16gicas de encaminhamento diretamente no hardware, sem a necessidade de recorrer ao
plano de controle centralizado, sendo ideal para aplicagdes sensiveis a laténcia, em que a
capacidade de responder rapidamente a mudancas nas condi¢des da rede € essencial. A
linguagem P4 (Programming Protocol-Independent Packet Processors) se destaca como
artefato de programabilidade para o plano de dados [Bosshart et al. 2014].

2.2. Telemetria no Plano de Dados

Avancos em planos de dados programéveis permitiram que dispositivos de rede informem
o estado da rede de forma autdonoma, sem a necessidade da intervencdo direta do plano de



controle [Arslan and McKeown 2019]]. Os pacotes possuem instrucdes de telemetria em
seus campos de cabegalho para a coleta e o registro de dados da rede. Essas instrucdes de
telemetria sdo definidas na especificagdo INT (In-band Networking Telemetry) [P4 2021].

A principal vantagem desta abordagem consiste na grande quantidade (granulari-
dade fina) de dados de telemetria, uma vez que todos os pacotes que atravessam a rede car-
regam informacoes extras de todos os nés. Embora do ponto de vista do monitoramento
isto seja positivo, pode haver penalidades de desempenho, que devem ser avaliadas. Isso
ocorre devido a existéncia de uma carga adicional que representa o custo do overhead adi-
cionado pelo INT. Além dos modos detalhados na especificacdo INT, existem abordagens
alternativas para a coleta de metadados em redes programaveis. Uma dessas estratégias,
denominada ONT (Out-of-band Network Telemetry), consiste na utilizacdo de um “fluxo
de telemetria exclusivo” para monitorar o estado da rede.

Na abordagem ONT, pacotes de sondagem sao usados para medir o desempenho
diretamente no plano de dados, sem alterar os pacotes da aplicacdo. Metadados sdo in-
seridos apenas nos pacotes do fluxo exclusivo de telemetria, a medida que atravessam os
nos da rede, sendo coletados por um sistema de monitoramento. Com isso, o trafego da
aplicacdo permanece inalterado de ponta a ponta. A principal vantagem dessa abordagem
¢ justamente permitir que o trafego das aplicacdes atravesse a rede sem alteracdes, evi-
tando problemas de fragmentag@o. No entanto, o uso de um fluxo de telemetria exclusivo
(dedicado) para cada servigo pode gerar sobrecarga adicional na rede.

3. Trabalhos Relacionados

A crescente demanda por aplicagdes sensiveis a laténcia motivou diversos estudos recen-
tes na literatura para otimizagdo de redes, concentrados em trés principais abordagens: (i)
mecanismos de agendamento inteligente; (ii) técnicas de aprendizado de maquina para ro-
teamento dindmico; (iii) arquiteturas baseadas em redes programaveis. Esta secdo analisa
trabalhos representativos em cada vertente, destacando suas contribui¢des e limitagdes.

O artigo [Liu et al. 2023]] aborda a complexidade do agendamento de fluxos em
redes com requisitos rigorosos de laténcia. Os autores identificam que as propriedades
dindmicas das redes podem levar a altas laténcias e inefici€éncia na alocagdo de recursos,
problemas criticos para aplicacdes como redes industriais e telemedicina. Como solugao,
€ proposto um mecanismo de transmissao colaborativa que combina roteamento dinamico
e gestdo ativa de filas, utilizando uma estrutura de pacotes inteligente para monitoramento
em tempo real. Os resultados demonstram uma reducdo significativa na laténcia e um
aumento da eficiéncia no uso dos recursos, comparado a métodos tradicionais.

No trabalho [[Chen et al. 2023]] é proposto um algoritmo de roteamento baseado
em Aprendizado por Refor¢co Profundo (DRL) para aplicacdes sensiveis a laténcia. O
método introduz um novo pardmetro chamado Tempo de Sobrevivéncia (ST), que com-
plementa o TTL (Time-To-Live) das redes IP para melhor estimar atrasos e perdas de
pacotes. O algoritmo, baseado em Proximal Policy Optimization (PPO), mostrou-se su-
perior a protocolos tradicionais em termos de reducao de atraso médio e perda de pacotes.

O estudo [Alkubeily et al. 2023|] foca na melhoria de QoS em redes de casas inte-
ligentes usando SDN e OpenFlow. Os autores propdem um roteamento multipath que ba-
lanceia dinamicamente o trafego entre rotas, considerando tanto largura de banda quanto



atraso. Quando o atraso aumenta, o trafego € redirecionado para caminhos com menor
laténcia, otimizando o desempenho para aplicacdes como VoIP e streaming ao vivo. Os
resultados mostram melhorias significativas no QoS em cendrios de alta demanda.

A Tabela [ apresenta uma andlise comparativa das caracteristicas-chave dos tra-
balhos relacionados com 0 mecanismo proposto. Mesmo com a comparacao limitada em
relacdo ao nimero de artigos analisados devido a limitacdo de espago, destaca-se que a
solucdo descrita no presente artigo avanga o estado da arte ao integrar simultaneamente
multiplas filas, priorizacdo de trafego, telemetria em tempo real e redes programaveis.

Tabela 1. Analise Comparativa dos Trabalhos Relacionados.

Mecanismo de Controle Mlﬂ.np fas Prlon%agﬁo Telemetria Rede,s .
Filas de Trafego Programéaveis
[Liu et al. 2023]] X X v by
[Chen et al. 2023 X v v X
[Alkubeily et al. 2023]] X v X v
Este trabalho v v v v

4. Mecanismo de Controle Baseado em Telemetria

Esta secdo descreve a implementacdo do mecanismo de controle baseado em telemetria
ONT através de uma PoC e, em seguida, € detalhada a metodologia de experimentagao.

4.1. Prova de Conceito

Esta se¢@o apresenta uma prova de conceito voltada a validagao do mecanismo de controle
em redes programaveis, com foco na implantacdo de uma infraestrutura 5G privada em
ambientes industriais. Na Industria 4.0, a conectividade desempenha um papel central
na integracdo de tecnologias avancadas e a utilizacdo de uma rede 5G privada apresenta
vantagens como alta velocidade e baixa laténcia na rede de acesso.

A arquitetura do festbed ilustrado na Figura|l|combina vérias tecnologias: KVM
como plataforma de virtualizagdo; freeSGC como 5G Core (5SGC); UERANSIM para si-
mular a rede de acesso via radio (RAN); switches P4 com BMv2 para emular a rede
de transporte. O ambiente foi provisionado de maneira automatizada com o Ansi-
ble [Lira et al. 2024]]. Essa abordagem viabiliza a pesquisa experimental em programa-
bilidade de redes, em um ambiente controlado e flexivel. Os experimentos consistem
em transmitir video em tempo real, como cendrio pratico para validar o funcionamento
e o desempenho do mecanismo de controle proposto baseado em telemetria. Na figura,
percebe-se o trafego de video fim-a-fim diferenciado do trafego de fundo em filas distin-
tas. Os metadados capturados na rede de transporte habilitam o loop de controle no plano
de dados dos switches programéveis e o gerenciamento ativo das filas dos dispositivos.

Para a aplicacdo em questdo, foi utilizado um middleware de video que imple-
menta um pipeline completo de processamento, desde a captura até a entrega dos fluxos
as aplicacoes, por meio de interfaces de video virtuais (/dev/video*) [Neto et al. 2024]. O
middleware fornece métricas de desempenho em tempo real, incluindo taxa de quadros
por segundo (FPS, do ingl€s Frames Per Second), taxa de bits e laténcia entre quadros.
Optou-se por esta abordagem pratica em detrimento de simulacdes, pois ela nos permite
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Figura 1. Ambiente de testes.

reproduzir condi¢des reais de operagdo e obter dados mais representativos do desempe-
nho da rede em cendrios dindmicos. A aplicacao foi configurada para transmitir fluxos
continuos de video enquanto registrava as métricas de desempenho.

4.2. Descricao dos Experimentos

Foram realizados experimentos em trés cendrios distintos: i) sem o mecanismo de con-
trole; i7) com o mecanismo de controle atuando em todos os switches a0 mesmo tempo;
i1i) com o mecanismo de controle atuando em cada switch individualmente.

O primeiro cenario, denominado Cendrio 1, serviu como base para comparagao,
onde a rede foi configurada com uma unica fila para todo o trafego, sem qualquer meca-
nismo de priorizagdo ou controle dindmico. Ou seja, foi utilizada uma abordagem FIFO
(do inglés, First In, First Out) de encaminhamento. Neste caso, o trafego principal da
aplicacdo de video competiu diretamente com um trafego de fundo gerado com o iPerf3.

O Cenrio 2 introduziu o mecanismo de controle centralizado proposto, com a
utilizacdo de multiplas filas com priorizagcdo explicita nos switches da rede de transporte.
O trafego principal (video) foi alocado em uma fila prioritdria, enquanto o trafego de
fundo (iPerf3) foi posicionado em uma fila secundaria. O controlador, baseando-se nas
medi¢des coletadas pela telemetria ONT, ajustou dinamicamente as taxas de atendimento
das filas. Quando o nivel de ocupacgdo das filas dos switches na rede atingiu um limiar
predefinido (50% de ocupacido), o controlador aplicou ajustes coordenados em todos os
dispositivos, garantindo uma priorizagdo consistente em toda a infraestrutura.

O Cendrio 3 também utilizou o contexto de miiltiplas filas, porém com uma abor-
dagem diferente de controle. Nesta configuracdo, o controlador continuou recebendo as
medigdes oriundas da telemetria ONT. No entanto, o0 mecanismo de atuagao foi realizado
separadamente em cada switch da rede de transporte. Neste caso, quando as medi¢des in-
dicam degradacdo de desempenho em um switch especifico (limiar de congestionamento
alcancado), o controlador aplica ajustes apenas no dispositivo afetado, sem interferir nos
demais componentes da rede. Esta abordagem permitiu avaliar os beneficios de uma res-
posta localizada em comparag@o com a estratégia de atuag@o global do Cendrio 2. Além
disso, observamos que esta abordagem minimiza o overhead de gerenciamento na rede.

A metodologia de experimentacdo analisou o desempenho da rede sob determi-
nado padrao de carga, usando um fluxo continuo de video por 10 minutos. Apds o pri-
meiro minuto, foram adicionados oito fluxos paralelos de trafego de fundo com o iPerf3,
alternando entre dois minutos ativos € um de pausa. O objetivo foi observar a resposta da



rede em periodos de alta e baixa demanda. Durante os testes, foram coletadas métricas
como laténcia, jitter, taxa de bits, FPS e laténcia entre quadros consecutivos. Todos os
codigos desenvolvidos estdo disponiveis publicamente no GitHu

5. Resultados

A Figura |2 apresenta a taxa de bits disponivel ao longo do tempo para cada cenario ava-
liado. Trata-se de um gréafico em linhas sobrepostas, onde cada curva representa um dos
cendrios avaliados. Linhas verticais tracejadas em vermelho indicam os momentos exatos
de inicio e fim dos periodos contendo trafego de fundo, permitindo correlacionar clara-
mente as variacdoes de desempenho com os eventos de carga na rede.
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Figura 2. Taxa de bits para o fluxo de video em cada cenario.

O grafico mostra que o Cendrio 3 apresenta um desempenho superior, mantendo
uma taxa de bits mais estdvel e consistente durante os periodos de alta carga, devido ao
controle individualizado dos switches, que reduz o overhead de gerenciamento. Por outro
lado, o Cendrio 2, que utiliza controle unificado, apresenta flutuacdes mais evidentes
nesses periodos, refletindo as limitagOes das agdes globais de controle. Ainda assim,
ambos os cendrios com mecanismos de controle (2 e 3) demonstram desempenho superior
ao Cendrio 1, que, por ndo utilizar priorizacdo, sofre quedas abruptas na taxa de bits
durante o trafego de fundo, prejudicando a transmissdo de video.

A Figura[3|apresenta os resultados de laténcia e jitrer. Os graficos mostram que o
Cenério 1 (sem controle) apresenta alta varia¢ao de laténcia e jitter, com medianas acima
de 30ms e de até 7ms, respectivamente, indicando desempenho instavel para aplicacoes
sensiveis ao atraso. Em contraste, os Cendrios 2 e 3 (com controle) exibem uma menor
variabilidade nos dados coletados, com laténcia abaixo de 20ms e jitter inferior a 3ms,
comprovando a eficdcia do controle. Apesar do Cenario 3 (descentralizado) apresentar
valores ligeiramente menores que o Cendrio 2 (centralizado), a diferenca ndo € estatisti-
camente significativa. A estabilidade dos cendrios controlados destaca a capacidade do
mecanismo proposto de manter baixa laté€ncia e jitter, essencial para aplicacdes sensiveis
ao atraso, como sistemas industriais baseados em transmissao de video em tempo real.

Além das métricas relacionadas a rede, € interessante observar o comportamento
da aplicacdo de video nos cendrios avaliados. A Figura 4 mostra os resultados de FPS
e laténcia entre quadros do video, onde observa-se que o Cenario 1 apresenta signifi-
cativa instabilidade durante periodos de congestionamento. O FPS varia entre 20 e 40,
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Figura 3. Resultados para as métricas de laténcia e jitter em cada cenario.
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Figura 4. Resultados de FPS e laténcia entre quadros em cada cenario.

além de picos extremos abaixo de 10 e acima de 70 FPS. Essa flutuagdo provoca uma
experiéncia de visualizacdo fragmentada e insatisfatdria, indicando baixo QoS. Em con-
traste, os Cendrios 2 e 3 mantém desempenho estavel, com FPS consistentemente préximo
de 30 FPS e laténcia controlada. A analise de laténcia corrobora esses resultados, mos-
trando como o Cenario 1 sofre sob condi¢gdes adversas da rede, com pico acima de 1,2
us?/quadro, enquanto os demais cendrios preservam excelente estabilidade.

A andlise comparativa dos trés cendrios experimentais mostrou que a solugao pro-
posta reduz a laténcia, melhora a estabilidade do trifego e garante QoS para aplicagdes
de video, enquanto solu¢des nao otimizadas falham em situacdes de conten¢do da rede.

6. Conclusoes

Este trabalho demonstrou que mecanismos de controle baseados em telemetria em re-
des programdveis melhoram o desempenho de aplicacdes sensiveis a laténcia. A andlise
comparativa mostrou que o cendrio onde nenhum controle foi aplicado apresentou insta-
bilidade, com grandes variagdes no FPS e picos de laténcia durante periodos de contenc¢ao
da rede, comprometendo a qualidade da aplicagao em tempo real. Em contraste, cendrios
onde o controle adaptativo foi aplicado mantiveram parametros estaveis de FPS e baixa
laténcia, mesmo sob contencdo na rede. O controle descentralizado dos switches apre-
sentou ligeira vantagem sobre o controle global, especialmente na manuten¢do de uma
taxa de bits estavel durante trafego de fundo. As métricas de rede confirmaram esses re-



sultados, mostrando que os cendrios controlados reduziram significativamente a laténcia
(<20ms) e o jitter (<3ms), comprovando a eficicia da abordagem proposta. Como traba-
lhos futuros, acredita-se que um mecanismo baseado em Inteligéncia Artificial pode ser
utilizado como ferramenta de auxilio na tomada de decisdes no plano de controle.
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