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Abstract. This paper introduces a procedure for self-adjusting the schedule of

tasks in grids considering the dynamics of resource availability. The procedure

involves monitoring, scheduling and task migration. The core of the procedure
is based on task migration. The procedure differs from others in the literature

by considering the state of network resources. Simulation results derived using
the NS-2 simulator demonstrate the efficacy of the procedure.

Resumo. Este artigo apresenta uma metodologia para auto-ajustar o escalo-
namento de tarefas dependentes em grades fiemtimamica do estado dos
recursos. A metodologia baseia-se na ex@ougclica dos passos de monito-
ramento dos recursos da grade, escalonamento e nagra@s tarefas. Este
Gltimo passo constitui o cerne da proposta. A metodologia diferencia-se das
demais encontradas na literatura pelo fato de considerar o estado da rede du-
rante todos os passos. Resultados de sindgagealizadas em um simulador
de grades constido sobre o NS-2 comprovam a éfita da metodologia.

1. Introdugao

Um dos pontos-chave para alcancar automaticidade nas gradal®cago eficiente dos
recursos para a exe@mdas aplicaes. Como as grades caracterizam-se pela heteroge-
neidade dos recursos e por mudancas impiraisnos estados dos mesmasamecessi-
dade de se tomar dediss sobre o escalonamento de tarefas das apésapm o rmimo

de interfeéncia humana, a fim de que as aplieg executem no menor tempo gusk

Deciges de alocadip que Ao levam em conta a variag da utilizaéo dos recursos
da rede podem implicar em um aumento consgiderno tempo de execaig de aplicages
na grade, principalmente para as apli@gcompostas por tarefas que transferem grandes
guantidades de dados entre si. Algumas destas apésdoram apresentadas no evento
iIGRID2005. Demonstrou-se que elas podem ser respeis por aumentar de cinco
a oito vezes a utilizaip dos enlaces da CalREN (California Research and Education
NetworK, uma rede de pesquisa nos Estados Unidos [Silvester 2005]. A sensibilidade do
desempenho das apliéss nas grades frente ao estado da eedbordada tan@m em
[Kamous-Edwards and Jukan 2006].
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Outro aspecto de grande impémtia que dew ser considerado no dlir a
automatizago das grades o suportéx migra@o das tarefas. No momento em que uma
aplica@oé submetida para exe@g em uma grade, o escalonamento produzido para as
tarefas desta aplicag considera o estado atual dos recursdsmedida que o tempo
passa, NovVos processos Nos recursos podem ser iniciados ou finalizados, o que modifica o
estado dos mesmos, e novos recursos podem ser agreggaade, o que fornece novas
opgdes de hosts a serem alocados. Essas modigsagas grades devem ser detectadas
e, caso seja nece&st, tarefas devem ser migradas com o objetivo de minimizar o tempo
de execugo da aplicago. Esses procedimentos de dedecde mudancas e migiaag
de tarefas, a fim de evitar o aumento no tempo de egecdas aplicaies nas grades,
remetem ao objetivo da Engenharia dafégo para Internet, que prap a utilizaéo de
técnicas que otimizem o uso de recursos, a fim de garantir suporte a QoS em uma rede IP.

O presente trabalho apresenta uma metodologia para auto-ajustar o escalonamento
de aplicafes nas grades, que inclui monitoramento dos recursos computacionais e de
comunica@o, escalonamento e migeaxde tarefas. A metodologia, denominada “Enge-
nharia de Recursos para Apli€ss em Grades® inspirada na Engenharia dealego
para Internet e objetiva uma alo@aceficiente dos recursos a fim de manter o tempo
de execugo das aplicdies baixo e robusto frentes mudancas no estado das grades.

A contribuicio da metodologia estno fato dela considerar o custo das trasfeias

de dados, qué influenciado pelo estado dos enlaces, tanto no escalonamento quanto na
migrago das tarefas, sendo que dgdteno depende do progresso de exeémudas tarefas.

O impacto da contribuéio esh no fato de se permitir que seja realizado o auto-ajuste das
aplica@es nas grades, independente dos seus requisitos de processamento e caémunicac
e sem interver#ip do usario. A eficacia da metodologia comprovada atr&@s de expe-
rimentos realizados em um simulador de grades desenvolvido sobre o simulador de redes
NS- 2 [ISI 2004]. O simulador representa uma contridgi@dicional deste artigo.

Esquemas para ajustar o escalonamento das apiisdiente a mudancas no es-
tado das gradeséwm sendo propostos na literatura desde as primeiras implerGeatac
de grades [Allen et al. 2001] [Vadhiyar and Dongarra 2003] [Huedo et al. 20&2¢n-
tanto, eles negligenciam a impo@ncia que os recursos de comunicap tém no
tempo de execugo das aplicafes, 0 que &o acontece com a metodologia apresen-
tada neste artigo. A metodologia de Engenharia de Recursos considera o estado da rede
em todas as etapas. O estado da rede influencia a @efide; primeiro escalonamento
das tarefas e a defiffig do host para o qual uma tarefa deve migrar. A rede &améb
considerada noatculo dooverheaddas migrages a fim de evitar que o tempo necess
para transferir os dados seja tal que piore o tempo de exedacaplicago.

A metodologia aqui apresentada tem o objetivo de auto-ajustar cada aplicas;
grades individualmente. &b se tem como objetivo a otimizZag global dos recursos das
grades. As aplicdigs-alvo da metodologi@s aquelas formadas por tarefas dependentes,
cuja necessidade de trangfecia de dados seja da ordem de GigaBytes e que executem
em uma escala de tempo de horas, tais como apksagasreas deisica de altas ener-
gias e astronomia, aplicags estas que motivaram a céagdas grades.

E importante enfatizar que as contribigs da metodologia apresentada neste ar-
tigo podem levar as grades a alcancarem a automaticidade, e @éenseqgbidiidade,
prevista pelos cientistas da Comp@#ag esperada pelos setores da sociedade que de-

476



Anaiz do XXVIl Congresso da SBC 30 de junho a 06 de julho de 2007
SBC 200 WPerformance - ' Workshop em Desempenho de Sistemas Computacionais e de Comunicaggo Rio de Janeiro, R

mandam computd@p confavel dealto desempenho. Contribd@ies como essags 6o
relevantes que &b destacadas em quatro dos cinco desafios apresentados oiorelat
“Grandes Desafios da Pesquisa em Com@danp Brasil - 2006 — 2016” [SBC 2006].

As proximas seQes esio organizadas da seguinte forma: ad®eg apresenta
conceitos Bsicos sobre grades e sobre como se escalona tarefas nos middlewares exis-
tentes. A Sego 3 apresenta a motivag para se utilizar a metodologia de Engenha-
ria de Recursos, tomando como base o esquema convencional de escalonamento apre-
sentado na S@p 2. A Sedo 4 introduz a metodologia. A Sig 5 fornece detalhes
do Gri dSi m NS, um simulador utilizado para comprovar a éfia da metodologia.

A Se@o 6 descreve os experimentos de simbaiealizados e apresenta os resultados
alcancados. A S@p 7 discorre sobre trabalhos relacionados e a&8gonclui o artigo.

2. Grades e middlewares

Grades 8o sistemas que coordenam recursas,submetidos a um controle centralizado,
com o objetivo de fornecer QoS para aplides [Foster 2002]. A coorderagdos recur-
sosé realizada atra@s de interfaces e protocolos padronizados e dedgitapgeral.

Aplicagdes em gradesas formadas por um conjunto de programas, Ou processos,
chamados tarefas. Uma gama de apbescpossui tarefas dependentes entre si e cos-
tumam ser descritas por grafoddaicos orientados (DAGs Birected Acyclic Graphs).

Nos DAGs, cada értice representa uma tarefa da aplézae cada arco representa uma
depené@ncia de dados entre duas tarefas. &sices €m pesos referentésquantidade

de instru@es que devem ser executadas e os a@wspesos referentes quantidade

de bytes que devem ser transmitidos entre as tarefas dependentes. A metodologia apre-
sentada neste artigovoltada para aplicées formadas por tarefas dependentes entre si.

Da mesma forma que [Ma and Zhang 2004] e [Sinnen and Sousa 2005], assume-se neste
artigo que os pesos dos DAG&mspreviamente conhecidos.

Grades 80 implementadas com o objetivo de realizar uma Agaitansparente
entre as aplicdies e os recursos compartilhados via rede. Middlewares para grades im-
plementam camadas de software a fim de promover tal tragrspar

Uma fun@o a ser realizada pelos middlewares para grédasie escalonar as
tarefas das aplic@es descritas pelos DAGs. Astass relacionadas com o escalonamento
podem ser resumidas nagdrfases da Figura 1 [Schopf 2003]. A Fase 1 determina quais
recursos eéb dispoiiveis para um usario em um dado domio. Ha uma filtragem dos
recursos dispdreis e um conjunto mend¥ gerado como $da. A Fase 2 analisa 0s
recursos fornecidos pela Fase 1 e define quais recursos e&eccdala uma das tarefas.
Nesta fase, o ided&@ que a escolha dos recursos seja feita objetivando-se minimizar o
tempo de exec#p da aplicago. Finalmente, na Fase 3, as tarefas executadas nos
recursos definidos pela fase anterior e o resultado da a@diéatevolvido para o usuio.

Nas Fases 2 e 3, fica evidente a de@gemia que a selép dos recursos nas grades
tem da rede. Enlaces com mais banda disga20 as melhores opes para tarefas que
precisam transferir muitos dados entre siemldisto, 0 monitoramento do progresso da
aplica@o deve incluir o monitoramento dos enlaces da rede. Enlacesiquadedica-
dos exclusivamente para a graémta banda dispdvel dependente de outras aplidag
e varia@es na banda podem justificar a migragle uma tarefa para outro host, a fim de
diminuir o tempo total de execao.
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Fase 1 - Descoberta de recursos

Fase 3 - Execugao
das tarefas

| 1. Filtragem pela autorizacao

6. Reserva avancada
2. Definicao da aplicacao

7. Submissdo das tarefas

| 3. Filtragem pelos requisitos minimos

8. Preparacao das tarefas

v | 9. Monitoramento do progresso

Fase 2 - Selecao dos sistemas
i ~ 10. Finalizacao das tarefas
4. Captura de informagoes

= 11. Limpeza das tarefas
5. Selegao dos sistemas

Figura 1. Resumo do escalonamento em grades

No presente artigo assume-gee as tarefas das apliées requerem ciclos de
CPU para exec@p nos hosts e banda passante para tra@rsfier de dados via rede (as
grades &o descritas por conjuntos de hosts interligados via enlaces de rede), demandas
tipicas de aplicdies des-science. o se considera outras demandas, tais como requisitos
de menbria. Pretende-se, no futuro, estender a metodologia para incluir todasagigsoss
demandas. A excl@® destas neste momen@aolimita a contribuigo do trabalho.

3. Motivacao para a Engenharia de Recursos para Aplicages em Grades

Esta sego ilustra, atra@s de um exemplo, a motivag para se adotar um mecanismo de
auto-ajuste para as apli¢ss nas grades.

E necesario gue haja uma @tfise cuidadosa ao se definir onde cada tarefa deve ser
executada na grade. Tanto a capacidade de processamentdwtibpos hosts quanto a
banda dispoivel nos enlaces devem ser avaliados. Uma vez as tarefas aloeadiasral
gue ocorram mudancas no estado dos hosts da grade e dos enlaces que os interligam.
Dessa formaé necesario observar e medir o estado dos recursos a fim de avaliar o ganho
gue pode ser alcancado com a migm@de tarefas.

Para exemplificar a necessidade de uma metodologia para auto-ajustar o escalo-
namento de aplicégs nas grades, dar-aatm exemplo. A Figura 2 e a Figura 3 ilustram
o cerario de execuio de uma aplicép de renderizé@p remota, aplicap fipica para
execu@o em grades [Renambot et al. 2003]. Aplideg como estaé® muito utilizadas
para demonstrar a necessidade de se levar em congidermacaractesticas dos recursos
de comunicago da grade, visto que elas produzem uma grande quantidade de bytes que
devem ser transmitidos via rede.

Tardfa 8

Figura 2. DAG

Pode-se vemaFigura 2 o DAG da aplicap a ser executada na organaagirtual
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formada pelos hostSRC;, que $ointerligados de acordo com a topologia detalhada na
Figura 3(a). Essa topologia remetguela formada pelos centros de pesquisa principais
gue compem a grade LCG do CERN [CERN 2005]. A graelédormada por 11 hosts.
Nem todos eéto exibidos na figura para facilitar a visualiaa¢c Como somente os hosts
SRCY..10y fazem parte da grade, apresentado na Figura 3(b) o grafo da orgaéiaac
virtual formada por elesE importante observar que o ha$RC, ndo descaracteriza a
descentralizé#o da grade,j que os demais hosts podem comunicar-se entre si sem a
presenca do host RC,,. Além disso, nos experimentos apresentados nacSggcesta
mesma grad€ considerada e o hostRC,, possui uma capacidade de processamento
inferior a dos demais hosts da grade, o guseificiente para garantir que as tarefas sejam
executadas em paralelo ao@&s/de serem executadas de forma centralizada.

SRC10
SRC7
SRC6 4\

Os pesos variam devido as
SRCO  transferéncias de dados

SRC* = Recursos que fazem parte
da grade

IS* e IR* = Recursos que n&o fazem
SRCS parte da grade

Obs.: Ha mais recursos

(a) Topologia da rede (b) Grafo da organizap virtual

Figura 3. Rede

Setodos os hosts fossem interligados por enlaces dedicados, com a mesma largura
de banda e capacidade de processamento dispsriguais e exclusivas para a grade, o
mapeamento das tarefas seria bem simple§ pracisaria ser feito umanica vez; a
Tarefa O seria a primeira a executar no h8&C,. Uma das tarefas intermedlias (1
a 7) seria executada no mesmo h8&(C\, e cada uma das demais executariam em um
dos outros hostS RC;, apds os dados de depemtia serem transmitidos do haskC.
Os resultados das exe@@gs das tarefas intermédias seriam eéb enviados para o host
SRCy, no qual a Tarefa 8 seria executada. Entretanto,&egos concorrentes entre 0s
hostsl R; e I.S; (Figura 3(a)), contribuem com a carga dos enlaces que interligam os hosts
da organizago virtual, evitando que toda a capacidade seja exclusiva parainite
aplicago na grade. Am desse &fego concorrente, tardén Ha aplica@es que variam
a capacidade de processamento dispggimos hosts (aplicégs locais dos usuios dos
hostsS RC; ou outras aplicaies em exec@p na grade).

Variagdes no estado dos recursos de processamento e de cordonicagio as
apresentadas nesse exemplo, afetam o tempo de @xepreyisto para as aplid@€s nas
grades. Tarefas sendo executadas em hosts que sofrem queda na capacidade de processa-
mento dispoivel podem ter seu tempo de exega@umentado, o que afeta o tempo de
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execu@o final da aplica@o. O mesmo podger dito de tarefas dependentes que transferem
seus dados por enlaces que sofrem vagaga banda dispowel. Recursos adicionados

a grade, ou que tenham aumentado as suas taxas de processamento e de Gmunica¢
disporiveis, tami@m devem ser monitorados gjue eles podem ser alocados para dimi-
nuir o tempo de execag das aplicaies. Assim, @rias questes sobre o desempenho

da aplicaéo podem ser formuladas: vale a pena manter as tarefas nos hosts inicialmente
mapeados? Havaiganhos se uma tarefa for interrompida e transferida para um host com
enlaces menos congestionados? #&xma se@o apresenta uma metodologia que aborda
essas quedes atra@s de migrages sugeridas sem a intervanglos usarios.

4. Metodologia de Engenharia de Recursos para Aplicags em Grades

A Engenharia de Bfego para Internet concentra-se na otinBoado desempenho de
redes IP [Awduche et al. 2002]. Ela engloba a apkeade tecnologias e de pripios
metodobgicos para medir, modelar, caracterizar e controlaafego da Internet. Diver-

sas écnicas podem ser aplicadas a fim de alcancar os objetivos da Engenhaéfede. Tr
Estas &cnicas buscam projetar e otimizar uma rede a fim de que ela atenda os requisitos
de QoS das aplicées que utilizam a Internet.

A metodologia apresentada no presente trabalho, denominada Engenharia de Re-
cursos para Aplicdies em Grades inspirada na Engenharia deafego pra Internet.
Ela objetiva gerenciar a alodag dos recursos nas grades a fim de diminuir o tempo de
execu@o das aplicaes. Assim como na Engenharia dé&fégo para a Internet, a En-
genharia de Recursos para Aplidags em Grades baseada em medigs e rearranjo de
aloca@o de recursos a fim de prover a Qualidade de Servigo requisitada, que no caso de
aplica@es nas gradestraduzida em tempo de exeéongda aplicago.

A Engenharia de Recursos para Aplicas em Grades consiste em um conjunto de
passos que definem um escalonamento inicial das tarefas, monitoram o estado dos hosts
da grade e dos enlaces que os interligam e avaliam se d@Ea&n exec@p podem
ter seu tempo de execag reduzido atrads de migrago de tarefasEsta metodologia
diferencia-se das demais existentes pelo fato de considerar o custo das transferias
de dados tanto no escalonamento inicial quanto na migrap das tarefas, sendo que
0 custo para estdiltimo n&o é fixo e depende do progresso de exe@g;das tarefas.

A metodologia € utilizada para se escalonar as tarefas de umanica
aplicacdo. Nao se tem como objetivo a otimiza&o global dos recursos de uma grade
bem como a otimiza@o de um conjunto de aplicafes, mas sim a manuterép do
tempo de execugo da aplicaggo em um valor menor ou igualaquele inicialmente
previsto pelo primeiro escalonamento realizado.

E importante destacar que a metodologia tem como obijetivo definir procedi-
mentos espéficos para todos 0s passos mas sim um procedimento completo que leve em
considerago o estado da rede enquanto aplies;estiverem em exe@m nas grades.
Dessa forma, evita-se que a metodologia fique presa a um conjuntdfiesyie procedi-
mentos. Como o cerne da proposta migrag@o das tarefas, os passos relacionados com
esta ago f0 os mais detalhados e um algoritmo para a sua reabeagpresentado. Nos
demais passos prop-se utilizar écnicas § existentes, tais como estimadores de banda
passante em enlaces e escalonadores de tarefas dependentes.

Os passos devem ser executados periodicamente a fim de se capturéaesar@ac
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ambiente que possam modificar o tempo de exazwas aplicaies. A cada execldo

dos passos, o0 escalonamento proposto pode diferir do anterior. Caso isso aconteca, as
tarefas que forem escalonadas para outros hosts devem ter o impacto da suaomigrac
avaliado. Caso a migrag venha a diminuir o tempo de exeaoga aplicago, a mesma

deve ser realizada. A metodologia resume-se nos passos apresentados no fluxograma da
Figura 4, que o detalhados logo a seguir:

\4

1: Mapeia modelo
da aplicagao
nos recursos compartinados
da grade

2: Distribui 3: Observa estado
tarefas dos recursos compartilhados
nos diversos nés e dos enlaces de rede

? A

4: Houve mudancga na capacidade
dos recursos ou da rede?

v
\4

7: Custo de migracéo
compensa novo mapeamento?

6: Mapeamento novo

8: Migra tarefas diferente do anterior?

|

4_| 5: Define novo mapeamento

Figura 4. Metodologia de Engenharia de Recursos para Aplicac O6es em Grades

1. A partir de um DAG e um grafo representando, respectivamente, as éeoaw
entre as tarefas da apliéage a topologia da rede que interliga @sios hosts da
grade,é definido um escalonamento que visa respoadeseguintes perguntas:

i) Em qual host uma tarefa seexecutada? ii) Em qual instante de tempo as
execu@es e as transfencias de dados devem ocorrer?;

2. O adigo e os dados necésis para cada uma das tarefas sransferidos para
0s hosts definidos no passo anterior e as eX@3I§0 iniciadas;

3. Durante a exec@p das tarefas, monitora-se os enlaces e os hosts a fim de se detec-
tar mudancas que possam ocasionar mudancas no tempo desexdaaplicago;

4. Apos coletar o estado dos enlaces e dos hosts, compara-se 0 mesmo com o0 ante-
rior. Caso haja alguma mudanca, define-se um novo mapeamento para as tarefas
(Passo 5). Se o estadacnmudar, volta-se ao processo de obsé&wgPasso 3);

5. A partir do novo estado da gradedefinido um novo escalonamento para as tare-
fas. Somente as tarefas que ainda rerminaram sua exe @ K0 escalonadas;

6. O novo escalonamento encontréalcomparado com o anterior. Se eles forem
iguais, volta-se ao processo de obsedea(Passo 3). Caso coatio, segue-se
para a verificago do ganho alcancado com a migra¢Passo 7);

7. Com o novo mapeamento, analisa-se o custo para migrar as tarefas do local atual
para o novo local. Caso o custo compense, realiza-se a ragdas tarefas (Passo
8). Caso confrio, volta-se ao processo de obsea@m(Passo 3);

8. Dada a dec#o de se migrar algumas tarefas, efetua-se a néigragetorna-se ao
processo de obsenag (Passo 3).

O Passo 1 depende de um algoritmo que escalone as tarefas nos hosts@&ue n
trivial dado que esté um problema NP-di€il. O algoritmo deve considerar a heteroge-
neidade da rede e dos hosts ao mesmo tempo em que encontra um escalonamento dentro
de um tempo de execag aceihvel, que Ao é fixo e depende tanto das carardtcas
da aplicago quanto da taxa de varég do estado dos recursos da grade. Umaopc
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para este passp utilizar, ao inés de uminico escalonador, um conjunto de escalona-
dores que seja adael aos requisitos temporais do ambiente. Os escalonadores podem
ser executados em paralelo e o melhor escalonamento encontrado dentro do intervalo de
tempo acedvel ser utilizado. O conjunto proposto pelos autores em [Batista et al. 2007]
[Batista et al. 2006] pode ser usado. De um modo geral, eles caracterizam-se por dife-
rentes tempos de exe@g; sendo que quanto magpidos, piores® 0s escalonamentos
encontrados @o € objetivo do presente trabalho detalhar estes escalonadores).

Nos Passos 2 e 8, a metodologi@onespecifica nenhum protocolo para trans-
feréncia dos dados. Um protocolo para trarésfiera eficiente de grande quantidade de
dados em grades e que pode ser utilizadoGridFTP [Cannataro et al. 2003]. No Passo
8, considera-se que ap interromper a execaQ de uma tarefa em um dado por@&to
pos$vel recomecar a sua exe@ao;do ponto onde ela foi interrompida. Os detalhes de
como isso deve ser feito nagtica raoé tratado pela nossa metodologia raamssvel ser
realizado, como descrito em [Roy and Livny 2003], absada utilizago decheckpoints
durante a exec@p das tarefas.

Nos Passos 3 e 4, devem ser utilizadasicas para monitorar e/ou prever o estado
dos hosts e dos enlaces. Dois requisitos devem ser atendidosqmeless utilizadas
neste passo. O valor referente ao estado atual do recurso monitorado deé&isss do
valor real e o intervalo de monitoramento deve permitir a déede grandes variaes no
estado dos recursos, mas sem produziouarheadque afete a execag das aplicaies.

Sem esses dois requisitos, as déessde escalonamento e migkagpodem resultar em
aumentos no tempo de exe@oagda aplicago, o contario do que se espera. Na literatura
sobre monitoramento em grades, o NWS (Network Weather Service) [Wolski et al. 1999]
€ uma proposta bastante citada e que pode ser utilizada neste passo.

Os Passos 5, 6 e A 0 nucleo da metodologia e realizam o reescalonamento
e a migra@o das tarefas. Estes passae sespor@veis por avaliar seéhganhos caso
migrages sejam realizadas. Apesar de serem passos separadés, dsvam ser exe-
cutados em conjunto e podem utilizar os mesmos algoritmos de escalonamento do Passo
1. O objetivo a ser alcancado com o reescalonamento continua sendo o de diminuir o
tempo de exec@p da aplicago. Aslnicas diferencas entre o reescalonamento e o es-
calonamento inicial® a mudanca no estado de alguns recursos e o fato de algumas
tarefas § terem finalizado suas exe@&s, 0 que dispensa a necessidade delas terem um
escalonamento encontrado. Dessa forenagssvel reescalonar as tarefas com o mesmo
escalonador do Passo 1, bastando que o escalonador receba como entrada o escalona-
mento anterior, para saber onde as tarefas foram inicialmente escalonadas, o estado atual
dos recursos, para avaliar se as mudancas justificam alguma atgeag instante de
tempo atual, a fim de saber quais tarefateyminaram sua execiug e quais&o pasb/eis
de migra@o. O Algoritmo 1 descreve como reutilizar o escalonador do Passo 1.

O funcionamento do algoritmo baseia-se na modificago DAG da aplicap.
Para cada tarefado DAG que esteja em exe@m € criada uma nova tarefa)(que
representa a pos®l migra@o dei. O peso do arco da tarefapara a tarefa’ deve
representar a quantidade de bytes que devem ser transferidos para que aptassta
resumir sua exec@ap em outro host.aJo peso da tarefé deve representar a quantidade
de instru@es que faltam ser executadas pela tarefima vez realizadas as mudancas no
DAG, executa-se o0 escalonador. No momento dessa execas tarefas qué jiverem
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Algoritmo 1 Reescalonamento e migéaxde tarefas
Entrada: Escalonamento anterior; Estado atual dos hosts e dos enlaces; Instante de tempo

1: para cada tarefa em execug@ofaca
: Mude o peso dé para a quantidade de instfigs p executadas.
Crie uma nova tarefd com peso iguah quantidade de instréies de; que faltam ser executadas.
Mova todos os arcos deiga dei parai’.
Crie um novo arcai’ com peso iguah quantidade de bytes que precisa ser transferido para que a zoefaue sua execég
caso seja migrada.
Atribuaa varivel hosto identificador do host ondefoi escalonada no escalonamento anterior.
. Crie uma nova restréip para o escalonador que obrigue a taief@er escalonada no hdsist.
8: fim para
9: para cada tarefa finalizada ou que tenha comegado a receber dados de depiafdca
10: Atribuaa varavelhosto identificador do host ondefoi escalonada no escalonamento anterior.
11: Crie uma nova restrip para o escalonador que obrigue a takedeser escalonada no hasist.
12: fim para
13: Execute o escalonador com as novas resg
14 para cada tarefa em execu@ofaca
15: sehost onde’ for escalonadgs host onde foi escalonada no escalonamento antegifio

N aRwdn

16: Migre a tarefa para o novo host.
17: fimse
18: fim para

finalizado ou comecado a receber dados de suas d&peand devenser mantidas fixas

nos hosts alocados anteriormente, a fim de evitar que elas sejam reescalonadas sem ne-
cessidade. A migra@p da tarefa € realizada caso a tarefeseja escalonada para um host
diferente do host ondehavia sido escalonada.

O Algoritmo 1 rao faz nenhuma supogig a respeito dos pesos de instres
(linha 3 do algoritmo) e de bytes das tarefas migradas (linha 5 do algoritmo). Esses da-
dos devem ser conhecidos previamente, como explicado @ Re¢gComparando-se 0s
passos de reescalonamento e migoacom outras propostas encontradas na literatura,
nota-se que a vantagem do Algoritmo 1 deve-se a@beser espéfico para umainica
aplica@o e tratar os eventos de entradaieaae recursos da mesma forma que eventos
gue modifiguem o estado dos recursos. Todos os evedmassiderados como relevan-
tes caso venham a trazer modifidag no tempo de execag das aplicages.

Experimentos preliminares foram realizados e comprovaram aceficda
utilizacao do algoritmo [Batista 2006]. O seu funcionamento detalf@adpresentado
em um dos experimentos na &eg.

A metodologia de Engenharia de Recursos para A@ieagm Grades pode ser
incluida na arquitetura mostrada na Figura 1, da forma condodesalhada na Figura 5.
Os blocos em pontilhad@se substitidos pelos passos da metodologia: substitui-se blo-
cos da Fase 2 e da Fase 3 por uma nova fase eéqesponavel pela Engenharia de
Recursos para Aplicées em Grades. Os blocoacmmodificados da Fase 3 passam a
fazer parte da Fase 4, respawsl pelas ages de finalizago das aplicaies.

A metodologia deve ser seguida pelas apbescindividualmente. No entanto, as
informag@es oriundas do monitoramento de recursos podem ser compartilhadas entre di-
ferentes aplicaies. Apesar da metodologia ser executada individualmente por &@galjcac
0 passo 3, respoasel pelo monitoramento, garante que o impacto causado por dois es-
calonamentos simudlheos entre $1d0 seja ignorado. A execliio de cada aplicap na
gradeé visualizada pelas demais dev@®mudancas nos estados dos recursos alocados.
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Fase 1 - Descoberta de recursos

Fase 3 -
Engenharia de
Recursos

s minimos} B H
e n H
A4 Fase 4 - Finalizacao
Fase 2 - Selecao dos sistemas

13. Finalizacao das tarefas
4. Captura de informacées

14. Limpeza das tarefas

Figura 5. Inclus ao da Engenharia de Recursos

5. O simulador GridSim-NS

Uma contribui@o adicional deste artigh o simuladoiGr i dSi m NS, um simulador de
grades desenvolvido pelos autores que foi utilizado em experimentos para comprovar a
eficacia da metodologia. @ri dSi m NS mapeia as tarefas das aplidag nos as de

uma rede de comunicag. O objetivo do simuladd¥ analisar o impacto causado pelas
transfeéncias de dados das grades nos recursos de comamigespoiveis.

A fim de minimizar o trabalho de desenvolvimento, optou-se por implementar o
simulador de grades sobre algum simulador de remesigtente. Decidiu-se desenvol-
ver oG i dSi m NS como uma exterg para d\S- 2, um simulador de redes moderno,
largamente utilizado e deddigo aberto, o que diferencia@ i dSi m NS de outros si-
muladores de grades como os listados em [Sulistio et al. 2005]. A aéxteonsisiste em
um conjunto de objetos queeadicionado a umtsimples dd\S- 2 a fim de permitir que
0 mesmo atue como membro de uma grade.

A Figura 6 apresenta a estrutura geral do processo de s@wtaglizado pelo
G i dSi m NS. Os blocos em cinza representam blocos que precisaram ser criados ou
modificados nd\S- 2. Os blocos delimitados pela linha tracejada representatciem
doGri dSi m NS, responaveis por mapear as tarefas da apizaga topologia de rede
e por gerar o arquivo do cario que sex efetivamente simulado.

A entrada para o simuladércomposta de duas topologias: a topolog@da, que
descreve o0 DAG da aplicag a ser executada, e a topologia da rede de com@ucgge
descreve 0s recursos sobre os quais a gradaemptementada. @r i dSi m NS utiliza
geradores das duas topologias, a fim de facilitar a red@lzede segéncias de experimen-
tos em que uma topologia mantida fixa e a outra modificada. Ambos os geradores
podem ser ignorados caso o aso deseje simular um DAG e uma topologia de rede
previamente conhecidos. O passo de mapeamento da topologia corresponde ao escalo-
namento das tarefas. Nesse passo, @usyode optar por utilizar um escalonamento
personalizado, realizado por algum programa exterrdSa@, ou algum dos algoritmos
de escalonamentoabicos implementados no simulador. GDi dSi m NS possui tés
algoritmos lasicos de escalonamento implementados: i) mapeamentoraeab qual
cada taref& escalonada em um host da topologia de forma&@ieati) mapeamento or-
denado, no qual as tarefe@osescalonadas nos hosts levando em consi@emagrau de
conectividade do host e a disicia para 0s seus vizinhos; e iii) mapeamento pelartis
minima, que funciona da mesma forma que o mapeamento ordenado com a diferenca de
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Figura 6. Processo de simula¢g 8o de gradesno Gri dSi m NS

gueele rao permite que RBitiplas tarefas sejam mapeadas para um mesmo host da rede.
Uma vez realizado o escalonameréagerado o ceario para a simulap. Em seguida
realizada a simul&p propriamente dita. Neste pass@a dSi m NS nao influencia no
funcionamento d?NS- 2 e nenhuma mudanca no formato dedsadoNS- 2 é realizada,

0 que permite que a ahise do arquivo dérace seja realizada de forma manual ou por
alguma das diversas ferramentas paiiae estdstica existentes.

6. Experimentos realizados

A fim de ilustrar a efiacia da metodologia, e em especial os Passos 5 @ao7retata-

dos, a seguir, experimentos realizados com o objetivo de medir o ganho alcancado com
a metodologia apresentada. Todos os experimentos foram realizados no sii&a2ior
compilado com a incli@ doGri dSi m NS. As topologias de entrada foram definidas
manualmente e o escalonamento foi realizado externo ao simulador. Dos escalonadores
desenvolvidos pelos autores [Batista et al. 2007] [Batista et al. 2006], na maioria dos ex-
perimentos foi utilizado o TD-R1 para escalonar as tarefas e o PLITD para reescalonar e
verificar a necessidade de migéac Ambos os escalonadores implementam o escalona-
mento de tarefas como um problema de progra@odigear inteira e considera-se a linha

do tempo como discreta. Apesar de haver perda de prepsr esta considerag, os es-
calonadores executam magpido do que se a linha do tempo fosse consideradancent

A diferenca entre o PLITD e o TD-R1 @sho fato do segundo relaxar as eagis inteiras

do primeiro, o que o faz executar ma#prdo apesar de produzir escalonamentos piores
do que o primeiro. Como o escalonamento inicial (Passo 1) deve encontrar um escalo-
namento paréodasas tarefas do DAG, optou-se por utilizar o escalonador TD-R1 neste
passo, a fim de obter um escalonamento em um intervalo de tempivateiara a etapa

de migra@o (Passos 5 a 7), coma menos tarefas para serem efetivamente escalonadas,
foi utilizado o PLITD. A escolha desses escalonadores fez os passos de escalonamento
e migra@o levarem= 5 segundos cada um, em um Pentium 4, 3,2GHz com 2GB de
RAM. Os experimentos que avaliam o impacto do intervalo de monitorament@mtamb
utilizam o escalonador PLMTC. O PLMTC difere do PLITD pelo fato de considerar a
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linha do tempo combua, o que aumentaseu tempo de execaig apesar da qualidade do
escalonamento encontrado ser melhor.

Os recursos da grade simulada nos experimentos formam a mesma topologia que
foi apresentada na Sig 3 (Figura 3(a)). As bandas dispesis entre o hosb RCy, e
0s hostsSRCY; .10y inicialmente valeml00M bps para cada par de hosts. As bandas
disporiveis nos enlaces que interligam os haSfsC'y; 10y entre si, inicialmente valem
33,33Mbps para cada par de hosts. Com réla@ taxa de processamento dispah,
0 hostSRCy possuil600MIPS e os hostsSRCYy;. 10y possuenB8000MIPS cada. A
aplicag@o simulada para executar nessa grade, em todos 0s experim@erRtaaesma
apresentada na Sex 3 (Figura 2). Os pesos das Tarefas 0 &@Bde7, 68 x 10° milhdes
de instru@es (M) e das Tarefas 1 a @Zsde38, 4 x 10 MI. Cada arco de $da da Tarefa 0
possui peso de 2GB e cada arco de entrada da Tarefa 8 possui peso de 10GB. Os intervalos
de tempo relacionados com atividades de E/S internas aos hosts forartabgtedo fato
de serem relativamentefimos se comparados com o tempo de ex&aouta aplicago.

Nos experimentos em que foram geradagggos de interféncia, a presenca dos
mesmos imprime um cater de aleatoriedade aos experimentos. Por conta disso, utilizou-
se o neétodo debatch meanpara derivago do intervalo de confianca. O éiito de parada
foi o de obtengo de intervalo de confianca com larguraxima de 5% do valor édio
estimado e comimel de 95% de confiangca. Os intervalos de confianca foram omitidos,
tanto na exibigo dos resultados em forma défico quando em forma tabular, para uma
melhor interpreta@o visual.

As subse@es a seguir resumem 0s experimentos realizados. A metodologia foi
avaliada sob varidies de diversos tipos: mudancas na banda digpbdos enlaces,
adicao de novos recursos de processamento e mudancgas nos intervalos de monitoramento.

6.1. Mudancas na banda dispotvel dos enlaces

Trés experimentosa® relatados nesta subdec O primeiro teve o objetivo de verificar
o tempo de exec@p da aplicago na situago ideal, em que todos os recursas sledi-
cadosa grade. O tempo encontrado neste experimenisado para compakeg com o
obtido nos experimentos seguintes. O segundo experimerémabtempo de execaoQ
da aplica@o em um ceario onde enlaces sofrem queda na banda dispbmas os passos
de reescalonamento e migéacraio $i0 realizados. O terceiro experimegtsemelhante
ao segundo com a diferenca de que todos os passos do fluxograma da Fayuexdcsi-
tados, a fim de que os ganhos com a util@ada metodologia sejam avaliados.

Para o primeiro experimento, a exeaaglo fluxograma correspondatseguinte
seqiencia: Passo 1. O escalonamento encontrado para a apbca@peia as tarefas da
seguinte forma0) — SRCy, 1 — SRCs, 2 — SRC5,3 — SRCg, 4 — SRCy, 5 —
SRCy,6 — SRCy, 7T — SRCo, 8 — SRCy. O inicio de execugo da Tarefd se c no
instanteOmin. As Tarefasl a7 iniciam suas exec@gs no instant82, 66min. A Tarefa
8 inicia sua execw§p no instante75,96min. O instante de finalizé&p da execudp
devolvido pelo escalonad@r255, 96min. E importante notar que nenhuma das tarefas
intermedarias (1a 7) executa no host RC, dado que a capacidade de processamento
disporivel do mesmca menor do que a dos demais hosEsmais apido transferir 0s
dados de depegdcia para outro host e executar a tarefa nele do que éxkecob host
SRCy.; Passo 2: As tarefasie atribiadas aos hosts e a simudag iniciada nd\S- 2. As
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transfeéncias das depeadcias entre as tags f0 realizadas via FTBRassos 3 e 4: Um
procedimento nd\S- 2 verifica o estado dos enlaces e dos host$)dem 40 minutos de
forma passiva. Comoao ta nenhuma varid@p no estado dos mesmoa,que eles edb
dedicadosa grade, o escalonamento inicial mamtse fixo durante toda a simudax
O intervalo grande de monitoramento foi utilizado para mostrar gugamhos mesmo
guando Ao se monitora o estado da grade com grandéi®émcja. Em outras palavras, a
metodologieé vantajosa apesar damse utilizar um intervalétimo para mediges.

Para esse primeiro experimento, o tempo de exarda aplicago noNS- 2 foi
de257min, bem pbximo do valor encontrado pelo escalonador no Passo 1. A diferenca
entre o tempo de execag encontrado pelo escalonador e o devolvido pela sirdalag
mesmo quandod@o & mudancgas na grade, @selacionado com a impreéis do modelo
implementado pelo escalonador.

O segundo experimento realizado teve como objetivo verificar o tempo de
execu@o da aplicago na situago em que os enlacedm $.0 dedicados exclusivamente
a grade, e portanto podem sofrer mudancas nas suas bandas$wdispoh mudanca si-
mulada foi a adigo de dois tafegos de interf@ncia. Um entre os hosts?; e 1.5;, e
outro entre os hostéRs e 1.55. Esses tifegos afetam a taxa de transraisglos hosts
SRC, e SRC5 ao hostSRC,y. Ambos os tafegos surgem no instante de tenyipanin,
sao compostos por fluxos UDP e transferem dados a uma taxa constagi@/des.
Neste experimento, 0s passos de reescalonamento e aogiRgssos 5 a 7an foram
realizados. Sem verificar a necessidade da négrags Tarefas e 2 permanecem nos
hostsSRC, e SRC5 durante toda a execéig. Dessa forma, as trangecias de dados
das Tarefas e 2 para a Taref8 competem com oséafegos de interf@ncia, como pode
ser notado na Figura 7 (a &z da Taref& para a Taref& comporta-se de forma seme-
lhante), que exibe a vam devido a transféncia de dados de depémtia da Tarefa.

A vazao varia bastante e mamh-se poximaa taxa del0Mbps, 0 queé justificado pelo
trafego UDP d&0M bps que consome a maior parte da banda disgmos enlaces.

T I

10 -

Vazao (Mbps)
(2]

. .
0 50 100 150 200 250 300 350 400
minutos

Figura 7. Vaz &o entre as T arefas 1 e 8 com tr &fego de interfer éncia

Neste segundo experimento, sem a utilimada metodologia completa de Enge-
nharia de Recursos, o tempo de ex@QoNS- 2 foi de 358min. Comparando esse
valor com o alcancado no primeiro experimento, nota-se que as mudancas no estado dos
enlaces levaram a um tempo de exémyem neédia,~39,3% maior.
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O terceiro experimento realizado teve o objetivo de verificar o tempae®Igo
da aplicago com as mesmas modifiéess no estado dos enlaces do experimento anterior,
com a diferenca de que a Engenharia de Recursos foi utilizada por completo. Agexecuc
de cada passo da Engenharia de Recursos corresparsdguinte seé@ncia: Passos 1
e 2: lgual ao primeiro experiment®assos 3 e 4: O mesmo procedimento descrito no
experimento 2 utilizado para monitorar o estado dos enlaces e dos hosts. Na terceira
vez que ele realizado (no instante igualld0min) ha a detecgo de mudanc¢a na banda
disporivel dos host$ RC5 e SRC5 ao hostS RCy; ela cai del00M bps paral0, 62M bps;
Passo 5: Um novo DA& constrido para a aplicé&p. Nessa constrég, & preciso ter
conhecimento da relag entre a quantidade de bytes produzidos pelas tarefas e o tempo
de execugo das mesmas. Para a apliagisada no experimento, considera-se que a
guantidade de bytes necasss para a migrap das tarefas em exe@age proporcional
ao progresso da exe@m das tarefasajque elas produzem os dados delaale forma
proporcionala dura@o de suas execdigs: quanto mais perto de finalizar a exénj¢
uma maior quantidade de bytes predseser enviados na migiag de uma tarefdeim-
portante observar que essio® um comportamento obrigato para tarefas de qualquer
aplica@o nas grades. A considegacrealizada& particular a este exemplo). A quanti-
dade de bytes para mig@me calculada com; (3 cue(i) Pes0(19)+ 2 jepred(iy PESO(J1)),
ondep(i) & a porcentagem de exe@acda Tarefd, pred(i) & o conjunto com as tarefas
das quais a Tarefadepende esuc(i) € 0 conjunto com as tarefas que dependem de
i. As novas tarefas divididas (que representam as tarefas migradasjuantidade de
instru@es iguak quantidade de instréies da tarefa original sendo migrada suiltzada
guantidade de instrégs qued foram executadaséb instante da migrap. Naoé con-
sideradooverheadna quantidade de instraes para as tarefas divididas pois, caso fosse
contabilizado, uma tarefa que se mantivesse fixa no mesmo host seria penalizada desne-
cessariamente. Dessa forma, o DAG modificado no instante de tempo igual a 120 minutos
€ aquele apresentado na Figura 8.

5.6]

T14[20.544]

Figura 8. DAG para migra¢ &o no instante 120min

Comopode ser notado, as Tarefaa 7 do DAG anterior 80 divididas, § que no
instante120min elas ainda e8b em execlu#ip e 0 paskeis de migrago. Esse novo
DAG e 0 mapeamento anteridk® passados como entrada para o escalonador. Pelo novo
escalonamento devolvido, as Tarefas 2 devem migrar respectivamente para os hosts
SRC3 e SRCs, a fim de evitar a concagncia do tafego da apliceéo com os tafegos de
interfeéncia.Passos 6, 7 e 8No NS- 2, as transfé@ncias de dados devids migrafes
sao realizadas no instant@0min. A Figura 9(a) exibe a interrupg do uso da CPU pela
Tarefal entre o instanté20min e o instantd 43m:n (a interrup@o da Taref@ comporta-
se de maneira semelhante). O intervalo de tempo em que o uso dé @Rrompido
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coincide com o intervalo em que a migéacda Tared 1 € realizada do host RC, para

0 hostSRC3, como pode ser notado noajico da Figura 9(b) que exibe o RTT medido
entre os host§ RC, e SRC3. O aumento do RTT entri20min e 143min € causado pela
transfeéncia dos dados da migi&aag
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. . . . . . .
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(a) Uso da CPU pela Tarefa (b) RTT entre os hostSRC; e SRC3

Figura 9. Migrac¢ ao da Tarefa 1

Com a realizago da migrago neste experimento, o tempo de final&zaga
aplicag@o noNS- 2 foi de 281min. Comparando este tempo com o que foi encontrado no
experimento anterior (358in), nota-se que, com a metodologia, houve um ganbdion
de =21,51% no tempo de execdug da aplicago. Comparando o tempo de exe@og
com o primeiro experimento, nota-se que, com a utiivaga Engenharia de Recursos, a
aplica@o executa em um tempo some®@,34% pior, em radia, do que no caso em que
nao houve mudancas no estado dos enlaces.

6.2. Adicao de novos recursos de processamento

Nesta subs&p, R0 relatados os experimentos realizados com o objetivo de avaliar o de-
sempenho da Engenharia de Recursos quaadanelidos novos hosts na grade. Nos
experimentos, &nica modificago na grade ocorre no instante 90min, quaréio is-
cluidos 10 novos hosts. Cada um deles tem um enlace ligado a um dosSRé3tsa
SRC1(Ce outro enlace ligado ao haSRCO. A Figura 10 exibe a inci&s do hosSERC16
ligado aSRC6(a topologia final completaao € exibida a fim de facilitar a visualizag).

A taxa de processamento disfpegl nos novos hosts de 8000MIPS e a banda dispaes

nos seus enlacésde 1Gbps.

Nesse experimento, a metodologia foi utilizada (0 monitoramento foi realizado de
40 em 40 minutos) e, no instante 120min, as tarefas 1 a 7 migraram para os hosts que
foram inclidos na grade. A aplicag finalizou a sua execag no instante 247min, um
tempo inferior ao alcancado sem a in@aslos novos hosts, que foi 257min.

Na verifica@o dos ganhos alcangados com a migoa@s escalonadores avaliam
tanto o estado dos enlaces quanto dos hosts. Para ilustrar esse ponto, 0 seguinte ex-
perimento foi realizado: com as mesmas in6ks descritas na Figura 10, mas com as
taxas de processamento dispah dos novos hosts iguais a 4000MIPS, ou seja, uma
taxa que vale a metade da considerada anteriormente, 0os escalona@dopespuseram
migragdes. A fim de avaliar se &wo realizago das migrages foi a melhor &gpo tomada,
as migra@es foram forcadas de forma manual e o tempo de e&ecda aplicago foi
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INCLUSAO

Figura 10. Inclus &o do nov o host ligado a SRC6

de 291min, um tempo maior do que o alcangado caso a naign&p tivesse sido reali-
zada (257min), o que comprova que os escalonadores forneceram a melwaoao
propor as migra@es das tarefas. A Figura 11 apresenta dadigps que servem para
comparar o tempo de exe@gda tarefa 1 quando ela migrou para o novo host com taxa
de 8000MIPS e quando el@o seguiu a recomendag do escalonador e migrou para o
novo host com taxa de 4000MIPS.

100 T T 100

Uso da CPU (%
Uso da CPU (%)

L L L L L
0 50 100 150 200 250 0 50 100 150 200 250 300
minutos minutos

(a) Host com 8000MIPS (b) Host com 4000MIPS

Figura 11. Uso da CPU pela tarefa 1 ao migrar para hosts com diferentes taxas
de processamento

Quando a migregp é feita para o host com taxa de 8000MIPS, a exaouta
Tarefa 1 finaliza no instante 165min &djiico da Figura 11(a)). Quando a mesma taéefa
migrada para o host com taxa de 4000MIPS, a sua e&ediutaliza no instante 209min
(grafico da Figurall(b)), o que faz com que a tarefa didasdo DAG atrase o inio de
sua execugo e aumente o tempo de exegagla aplicago.

6.3. Mudancas no instante de monitoramento

Os ltimos experimentos realizados ilustram a impodia que o intervalos de monitora-
mento €m no ganho obtido com a utilizag da Engenharia de Recursos. 1sso se deve ao
fato da consider@p de que a quantidade de bytes a serem transmitidos para uma tarefa
migrar esé relacionada com o tempo de exe@oigla aplicago. Alem da imposncia dos
instantes de monitoramento, 0s experimentos desta fib&sEDIE@mM avaliam os escalo-
namentos propostos por dois escalonadores diferentes. A mesnaa retdie quantidade
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de bytes para migrap e tempo dexecu@o das tarefas feita no terceiro experimento da

Subsedgo 6.1é considerada para as tarefas neste experimento.

Foram realizados 12 experimentos com a utifzaga metodologia. Para metade
dos experimentos, o Passo 5 da engenhariaaleg foi executado com o escalona-
dor PLMTC. Na outra metade, foi utilizado o PLITD. Para cada escalonador utilizado,
0 monitoramento do estado da grade foi realizado Umea vez nos instantes 100min,
110min, 120min, 130min, 140min e 150min. Para todos os experimentos gerou-se, no
instante 90min, &fegos de interfé@ncia entre os mesmos hosts dos experimentos relata-
dos na Subsé&p 6.1 (entre os hosiR2e1S2, e entre os hosiR5 e IS5), o que tornou as
tarefas 1 e 2 pasgeis de migrago. A taxa dos &fegos de interféncia foi de 60Mbps.

A fim de ter um palimetro para comparag, a aplicago foi executada inicial-
mente sem a utiliza&p da engenharia deafego. Nesse caso, nenhuma tarefa migrou e o

tempo de exec@p da aplicago foi de 276min.

A Tabela 1 apresenta os tempos de exaouga aplicago para cada um dos ex-
perimentos realizados. Para cada instante do monitoraneafresentado o tempo de
execu@o da aplicago de acordo com as sug@ass$ de reescalonamento dadas pelos esca-
lonadores PLMTC e PLITD. Para cada tempo de exgol&apresentada entre pateses
a informa@o sobre a realizap ou rao de migrago das tarefas 1 e 2 de acordo com o
escalonamento devolvido pelos escalonadores.

Tabela 1. Tempos de execu¢ ao para diferentes instantes de monitoramento (mi-

nutos)

Instante| PLMTC PLITD

100 269 (com migrago) | 269 (com migrago)
110 275 (com migrago) | 275 (com migrago)
120 276 (sem migrago) | 281 (com migrago)
130 276 (sem migrago) | 287 (com migrago)
140 276 (sem migra@o) | 276 (sem migrago)
150 276 (sem migra&o) | 276 (sem migra®o)

Pelos resultados, nota-se que a migm¢das tarefag e 2) somenté& sugerida
pelo PLMTC quando o instante de medig menor que 120min. A partir desse valor, o
escalonador@o sugeriu migrado e a aplicago terminou sua execag nos hosts inicial-
mente mapeadosadb PLITD © nao sugeriu migraégo quando o instante de monitora-
mento foi maior que 130min, o que foi uma dégsuim, A que a aplicego levou mais
tempo para executar ao seguir as sugEstle migra@o nos instantes 120min e 130min.
Essa deci&o ruim deve-sas aproximag@es do algoritmo implementado pelo PLITD.

A fim de comparar a vantagem alcancada quar&nse realiza as migraes de
tarefas nos instantes de monitoramento 140 e 150, a aptidacexecutada e a migrag
das tarefas foi realizada, apesar dos escalonadameasiterem sugerido. Nesses casos,
o tempo de exec@p da aplicago foi, respectivamente, 293min e 299min, 0 que mostra
gue as deci@es dos escalonadores demmigrar as tarefas foi correta, gue o tempo de
execu@o da aplicago manteve-se em 276min nos dois casos.
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6.4. Resumo conclusivo dos experimentos realizados

Pelos experimentos realizadueara avaliar o desempenho da Engenharia de Recursos para
Grades, nota-se que metodologi@antajosa. As dedgs tomadas, tanto em sitdas

em que la varia@es nas bandas disgwais dos enlaces quanto a@lizde novos recursos,
diminuem o tempo de execag da aplicago, atendendo assim o objetivo esperado.

Pbde-se notar ainda a imparicia de se utilizar um escalonador querdsul-
tados os mais precisos pogss, sendo que o PLMTE uma boa oo de escalona-
dor a ser usado no reescalonamento e méggra@so hajam poucas tarefas pass de
migrago. Nota-se, tarmém, que o intervalo de monitoramento influencia nas chances de
gue migrafes @em bons resultados, gue a partir de um certo valor, 0 tempo gasto com
a migra@o da tarefa deixa a aplicag mais lenta do que s@a fosse feita migrap.

7. Trabalhos relacionados

Assim como a metodologia apresentada neste artigo, as propostas apresentadas em
[Allen et al. 2001], [Vadhiyar and Dongarra 2003] e [Huedo et al. 2002] baseiam-se na
execu@o perodica das etapas de monitoramento, reescalonamento e augiEgm o

objetivo de contornar quedas no desempenho da exeaeaplicages nas grades.

Em [Allen et al. 2001], o monitoramento e a démspara a migrap de tarefas
sao implementados levando em considaradois casos: a inclae de um novo recurso
gue melhore o desempenho da ex@wudas aplicages ou a violago de contrato. As-
sim como apresentado na nossa metodologia, os mecanismos implementados consideram
a queda no desempenho da rede como motivo para migrar tarefas, apedarsgeem
apresentados experimentos que comprovem essa condiolethpa diferenca desta pro-
posta para a apresentada no presente agtigoe, caso a migraQ seja neceasa, 0s
dados para a tarefa continuar sua exaoygodem ser enviados para um local de armaze-
namento antes de seguirem para 0 novo recurso selecionado, o0 que pode vir a gerar um
gargalo no funcionamento do sistema. Em compeigagpm essa abordagénpossvel
migrar tarefas entre recursos sem li@aclireta entre si.

No esquema em [Huedo et al. 2002], a migiadas tarefas pode ocorrer em duas
situa®es: mudanca no estado dos recursos ou mudancga nos requisitos daseglidag
sim como na nossa metodologia, mudancas no estado daa®derssideradas ao avaliar
a necessidade de migéegdas tarefas, pem olnico tipo de mudanca consideraé@a
desconedo dos recursos. Com relagao escalonament®djmplementado um algoritmo
guloso, que fornece o primeiro escalonamento de foapaa mas que pode implicar na
realiza@o de muitas migrdgs posteriormente, a fim de melhorar o escalonamento.

Em [Vadhiyar and Dongarra 2003], a etapa de migoag a mais focada e ela
pode ocorrer nos mesmos casos de [Allen et al. 2001]. Assim como na nossa abordagem,
0 monitoramento do progresso e a migracle tarefasa® tratadas como duastss a se-
rem realizadas de forma acoplada, a fim de evitar que ntigsagejam realizadas quando
uma tarefa estiver perto de finalizar sua ex@&ou@s migrages $ a0 realizadas caso o
ganho a ser alcancado seja superior a 30%. Ogrjms autores reconhecem que manter
esse valor fixo &oé a abordagem ideal. Para@aulo do custo de migrap para o novo
recurso.é utilizado umoverheadfixo que foi coletado com experimentos em ambientes
reais, o que @o significa que sejamalidos para todas as apli¢as. Estealculo diferen-
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cia esta proposta da nossague consideramos quebeerheadna migra@o raoé fixo e
depende do progresso de exemudas tarefas.

8. Conclues e Trabalhos Futuros

Este artigo apresentou uma metodologia para reajustar a atbdag recursos utiliza-
dos por uma aplicé&p de modo a manter o tempo de exémubaixo e robusto frente
dindmica das grades. A principal contrib@iigdesta metodologia, e o que a diferencia
das demais encontradas na literat@ay fato dela considerar o custo de comurécac
causado pelas transércias de dados tanto no escalonamento quanto na 13wy ok
tarefas, sendo que o custo para édtieno naoé fixo e depende do progresso de exéouc
das tarefas. Uma contribi@ig adicionak o simuladoiGr i dSi m NS, um simulador de
grades desenvolvido como extangara o simuladdiS- 2. A relevancia da metodologia
esh no fato dela auto-ajustar o escalonamento das apbsagomo resposts variades
no estado dos recursos de processamento e de comamjican interverdo humana, o
gue afeta diretamente a automat&ae a difudo das grades.

A aplicaggo da metodologia emavios ce@rios de simula@o mostrou que a
mesma consegue ganhos ao migrar as tarefas em@iam que & varia@es nas ban-
das dispotveis dos enlaces ou quandainclusio de recursos com melhor capacidade do
gue os atuais na grade. Os resultados das sidesagamBm mostram a impcéhcia do
monitoramento freigente dos recursos e da utilizagde bons escalonadores de tarefas.

Como trabalho futuro, pretende-se realizar aliae de caractésticas relaciona-
das com o tafego gerado por aplicaes nas grades, a fim de se propor modelos que me-
lhor representem as transdecias de dados nestes ambientes. Pretende-s&rtamdn-
lizar um estudo com o objetivo de definir dinamicamente o melhor intervalo de desdic
a ser utilizado no monitoramento do estado das grades. Um trabalho que encontra-se em
andament@ a inclu§io, na metodologia, de passos respoBs por tratar as incertezas
presentes nos pesos dos DAGSs.
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