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Resumo. Um servidor de software é um servidor Web que armazena codigo
fonte e executdvel de programas que podem ser livremente copiados. Este ar-
tigo caracteriza a carga registrada em um servidor de software (mirror do Sour-
ceForge) no periodo de aproximadamente um dia, no qual foram servidos 3,5
Terabytes. O desempenho do servidor neste periodo é também analisado. Os
resultados indicam que a carga de um servidor de software apresenta carac-
teristicas bastante distintas da carga de um servidor de pdginas Web. Vdrios
aspectos relacionados ao desempenho do servidor sdo analisados e discutidos,
em particular o equilibrio entre a capacidade do servidor, a demanda e os re-
cursos dos clientes.

Abstract. A software server is a Web server that stores source and executable
code of programs that can be freely copied. In this paper we characterize the
workload of a software server (SourceForge mirror) collected in a period of
about one day, in which 3,5 Terabytes were served. The performance of the
server in this period is analyzed. The results indicate that the software server
workload is quite different from the workload of a Web page server. Several
aspects related to the performance of the server are analyzed and discussed,
in particular the dynamic balance between server capacity, server demand and
client resources.

1. Introducao

Caracterizar e entender a carga de sistemas computacionais € uma tarefa essencial em
qualquer processo de andlise ou avaliacdo de desempenho. O conhecimento adquirido
nesta tarefa auxilia a identificacdo de problemas de desempenho, disponibilidade e con-
fiabilidade do sistema. A caracterizacdo de carga é também essencial para a constru¢ao
de cargas sintéticas e para a proposi¢do e validagcdo de benchmarks. A evolugdo continua
dos sistemas, incluindo atualiza¢des de hardware e de software, acréscimo de funcionali-
dades, e lancamento de novos produtos e aplicagdes, altera continuamente sua carga. Em
conseqii€ncia, a caracterizacdo de carga deve ser também um processo continuo.

Um servidor de software € um servidor que armazena cédigo fonte e/ou c6digo
executdvel de programas que podem ser livremente copiados. A popularizacdo do
software livre contribuiu para a implantagdo de inimeros servidores de software em
todo o mundo. Um dos servidores de software mais conhecidos é o do Source-
Forge [SourceForge 2007]. O SourceForge é um sistema de gerenciamento de projetos
de desenvolvimento de software, que oferece ferramentas para gerenciar o ciclo de de-
senvolvimento, incluindo controle de revisdes e versoes, ferramentas para comunicacdo

entre os desenvolvedores e foruns de discussdo. Para tornar os projetos disponiveis aos
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usudrios, o SourceForge implementa o File Release System, que copia automaticamente
projetos prontos em servidores mirrors espalhados pelo mundo. O numero de arquivos
copiados diariamente do SourceForge ultrapassa a casa dos milhoes.

Um servidor de software pode ser implementado com um servidor Web, por exem-
plo, o Apache [Apache Web Server 2006]. No entanto, um servidor de software apresenta
caracteristicas bem distintas de um servidor de paginas Web no que diz respeito ao con-
junto de arquivos armazenados. Enquanto paginas Web sdo compostas por varios arquivos
pequenos, arquivos contendo cédigo fonte ou executdvel sdo geralmente muito maiores.
Além disso, para facilitar o processo de copia do software desejado na area do cliente,
dentre outras razdes, todos os arquivos relacionados a um software ou pacote podem ser
compactados em um Unico arquivo.

A caracterizacdo da carga de servidores de paginas Web é bem conhe-
cida [Arlitt and Williamson 1996, Arlitt and Jin 2000, Murta and Dutra 2004].
Observa-se grande variabilidade nos tamanhos das respostas as requisi¢oes,
e a distribuicdo dos tamanhos apresenta caracteristicas de cauda pe-
sada [Crovella et al. 1998, Crovella and Krishnamurthy 2006]. A maior fracdo das
requisicoes € para arquivos pequenos, mas observa-se a presenca de poucos arqui-
vos muito grandes, normalmente arquivos de dudio ou video, ou mesmo cddigo
fonte ou executdvel. Além disso, servidores Web podem experimentar sobrecargas
repentinas [Jung et al. 2002, Farah and Murta 2006].

Neste trabalho apresentamos uma caracterizacao das requisi¢des feitas a um ser-
vidor de software, mirror do SourceForge [SourceForge UFPR Mirror 2006]. Este ser-
vidor serviu, no periodo de aproximadamente um dia, cerca de 3,5 Terabytes. Além da
caracterizacao da carga, alguns aspectos do desempenho do servidor e de sua interacao
com os clientes e o sistema operacional sdo também analisados.

N3ao encontramos na literatura nenhuma caracterizacao de carga ou de desempe-
nho de um servidor de software. No entanto, considerando o perceptivel aumento do
numero de servidores de software em todo o mundo, em particular devido a expansao
do software livre e do nimero de computadores, e as caracteristicas peculiares dos ar-
quivos armazenados neste tipo servidor, entendemos que o tema € relevante. Este estudo
contribui para o entendimento de aspectos importantes da tarefa de servir arquivos muito
grandes para uma grande diversidade de usudrios via Internet, quando ndo ha requisitos
de tempo real.

Este artigo estd organizado em cinco secdes. A proxima secao discute os traba-
lhos relacionados. A Sec¢do 3 apresenta a identificagdo e a caracterizagdao da carga do
servidor. A Secao 4 discute aspectos do desempenho do servidor, analisados a partir
das informagdes coletadas no registro da carga. A Secdo 5 conclui o artigo e apresenta
direcdes para trabalhos futuros.

2. Trabalhos Relacionados

A caracterizagdo de carga de servidores Web tem sido objeto de vérias pesquisas, e é
fundamental para entender o estado atual da aplicacao mais visivel da Internet, além de
contribuir para o projeto de servidores e navegadores. O uso da Internet e da Web muda
constantemente em funcdo da evolucao e diversificagdo dos sistemas, aplicagdes e soft-
ware, o que altera também a carga, exigindo caracterizac¢ao frequente ou continua.
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Alguns trabalhos sdo marcos nesta darea. Um dos pioneiros foi o
artigo que procurou identificar alguns invariantes na carga dos servidores
Web [Arlitt and Williamson 1996].  Este trabalho apontou dez invariantes, anali-
sando a carga de seis servidores Web, dentre eles o tamanho médio da transferéncia,
a distribuicdo dos tamanhos, a concentracdo de referéncias, os tipos de arquivos, as
caracteristicas de clientes e dominios de origem das requisi¢cdes. A distribuicdo de
cauda pesada dos tamanhos dos arquivos em servidores Web é apontada como uma
provével causa da auto-similaridade no trdfego da Internet [Crovella and Bestavros 1997,
Crovella et al. 1998, Crovella and Krishnamurthy 2006], o que gera vérias implicacoes
para o projeto de roteadores e geréncia de redes.

Um artigo recente [Faber et al. 2006] revisita 0 traba-
lho [Arlitt and Williamson 1996] analisando quatro cargas de servidores Web, trés
de servidores de dados cientificos e uma de um servidor de ambiente académico. Os
autores analisam os invariantes identificados em 1996 e indicam que somente trés sdao
validos para as cargas recentes analisadas. Os autores apontam ainda, como caracteristica
essencial dos servidores de dados cientificos, a grande fracdo de conteido gerado
dinamicamente, e de conteddo acessado uma unica vez.

Uma anélise completa da carga de um servidor bastante requisitado, o do site
da copa do mundo de futebol de 1998, foi descrita em [Arlitt and Jin 2000]. Este ar-
tigo caracteriza cerca de 1,3 bilhdao de requisicoes feitas durante os 54 dias de realizagcdo
do evento, totalizando aproximadamente 5 Terabytes transmitidos. Picos de carga foram
observados durante a realizacdo dos jogos e cerca de 88% das requisicdes foram para ima-
gens. Os arquivos do sife totalizaram 307 Mbytes, com tamanho médio de 15.524 bytes e
mediana igual a 4.674 bytes. O maior arquivo tinha 61,2 Mbytes. Os resultados indicaram
a necessidade de mecanismos mais eficientes de consisténcia de caches da Web.

Caracterizagdes da carga de sistemas de cache instalados em backbones da In-
ternet, como os caches do NLANR [NLANR 2006], sdo uteis porque revelam carac-
teristicas de agregados de paginas originadas de servidores e requisitadas por clientes
de todo o mundo. Caracterizagdes de milhdes de requisicoes coletadas em caches do
NLANR indicam que os tamanhos dos arquivos estaticos de servidores Web sdo muito
variaveis [Murta and Almeida 1998, Murta and Dutra 2004]. Os tamanhos médios dos
arquivos, avaliados por cache, estio entre 13 e 20 Kbytes, e o coeficiente de variacao dos
tamanhos, calculado dividindo-se o desvio padriao pela média, esta entre 9 e 39. Os tem-
pos médios de servico dos arquivos, também avaliados e comparados nestes trabalhos,
estdo entre 2 e 8 segundos, e os respectivos coeficientes de variacdo entre 10 e 27. Os
tamanhos das respostas e os tempos de servico podem ser modelados pela distribui¢ao
lognormal [Murta and Dutra 2004].

Similares aos servidores de software livre, os servidores de atualizagdes sao man-
tidos por empresas de software proprietario tais como Microsoft, Adobe, Apple e Oracle,
e indmeras outras de pequeno e médio porte, para que seus clientes possam obter versoes
corrigidas e atualizadas (patches) de produtos adquiridos. A carga de um servidor de
atualizacdes da Microsoft, correspondente a mais de um ano de coleta de dados, foi ana-
lisada recentemente [Gkantsidis et al. 2006]. Os resultados apresentam evidéncias dos
comportamentos dos usudrios e do trafego gerado pelas requisi¢des, que auxiliam o pro-
jeto de sistemas de disseminacao de atualizacoes.
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O projeto de servidores mais eficientes € um dos principais beneficios da
caracterizacdo, pois as caracteristicas da carga revelam como os recursos do sistema
sdo utilizados e como o projeto do sistema pode ser otimizado para tratar aquela carga
especifica [Crovella and Krishnamurthy 2006]. Por exemplo, em [Almeida et al. 2001],
cargas de servidores Web com contetido multimidia sdo avaliadas com o objetivo de
melhorar o projeto de servidores de midia continua, bem como identificar parametros
para geracdo de carga sintética. Uma arquitetura que inclui monitoramento de de-
sempenho para facilitar a avaliacdo do impacto da carga no servidor € descrita
em [Maron et al. 2005]

3. Identificacao e Caracterizacao da Carga

Para diminuir as ocorréncias de sobrecarga, melhorar o tempo de obtencdo (download)
do pacote desejado e prover redundancia, o SourceForge implementa servidores es-
pelho (mirrors) em todo o mundo. Atualmente existem dezenas de servidores espe-
lho espalhados pelo mundo. A carga analisada neste trabalho foi registrada no mir-
ror do SourceForge [SourceForge 2007] localizado no Departamento de Informética da
UFPR [SourceForge UFPR Mirror 2006], no periodo de 11 a 12 de outubro de 2006, to-
talizando cerca de 22 horas ininterruptas de registro, exatamente 79.920 segundos.

O ambiente computacional do servidor espelho inclui um processador AMD Ath-
lon, com sistema operacional Linux, 3 Gbytes de memoria principal e interface de rede
Gigabit. O servidor estd conectado por uma rede gigabit ao ponto de presenga da RNP
no Parana (POP-PR) que, por sua vez, estd conectado a instituicdes de ensino e pesquisa
do Parana e do pais também por enlaces de alta velocidade. O servidor Web em execucao
€ o Apache, versao 2.0. O conjunto de requisicdes HTTP recebido pelo servidor € de-
nominado carga do servidor neste trabalho e € registrado pelo Apache em arquivos de
log, seguindo o padrao Common Log Format [Apache Web Server 2006], acrescido de
trés diretivas.

Cada registro do log contém véarios campos. Os campos utilizados neste trabalho
estdo descritos na Tabela 1. As informagdes registradas incluem a URL requisitada pelo
cliente, 0 momento (dia, més, ano, hora, minuto, segundo) em que a requisicao foi fi-
nalizada, o tempo gasto em microssegundos para servir a requisicao, o nimero de bytes
servido, o cédigo HTTP indicando sucesso ou erro na resposta e, finalmente, o nimero do
processo e da thread vinculada ao processo que serviu a requisicdo. Outros campos fo-
ram registrados mas nao sdo descritos pois nao sdo avaliados neste trabalho. As diretivas
acrescidas ao formato do log geraram os trés tltimos campos descritos na Tabela 1.

Inicialmente os registros foram analisados quanto ao método HTTP da requisi¢ao
e ao codigo de sucesso da resposta. 99,81% das requisicoes foram feitas com o método
GET, que indica a busca de um objeto designado pela URL. As demais requisi¢des foram
feitas com o método HEAD, que indica a consulta de informag¢des sobre o objeto especi-
ficado sem sua transferéncia efetiva. Do total de requisi¢oes, 98,23% apresentou codigos
de sucesso (200 e 206). Os registros restantes apresentaram cédigos informando erro do
cliente (4xx) e redirecionamento (3xx). ApOs filtrar os registros com erros, obtivemos
355.660 requisi¢Oes, cuja andlise € descrita a seguir.

Trés aspectos da carga foram analisados: a taxa de requisi¢cdes finalizadas pelo
servidor, o tamanho dos arquivos servidos, ou seja, das respostas as requisi¢oes feitas pe-
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Tabela 1. Informacoes do log utilizadas neste trabalho
Diretiva | Significado
Yor linha de requisi¢ao, inclui o método HTTP e a URL

b tamanho do objeto retornado

Yot tempo em que o servidor terminou a requisicao

%s HTTP status code

%D tempo gasto para servir a requisicdo em microssegundos
%P numero do processo que serviu a requisicao

%{tid}P | nimero da thread do processo P que serviu a requisi¢ao

los clientes, e a popularidade dos arquivos. Os resultados sdo apresentados nas subsecoes
a seguir.

3.1. Taxa de requisicoes finalizadas pelo servidor

As informagdes contidas no log ndo sao suficientes para inferir a taxa de chegada de
requisicoes ao servidor, pois nao hd registro do momento de chegada de cada requisicao.
Apesar de conhecermos o tempo de servigo, ndo basta diminuir este valor do tempo de
finalizacdo, pois a requisi¢do pode ter ficado em uma fila por algum tempo nao conhecido,
antes de ser efetivamente designada a um processo ou thread para execucdo. No entanto,
podemos calcular a taxa de saida de requisi¢des, ou seja, o throughput do servidor, dado
que o momento em que a requisicao foi finalizada é registrado. Além disso, com base
no principio do balanco de fluxo [Lazowska et al. 1984], podemos assumir que a taxa
média de chegada de requisicoes € igual ao throughput médio do servidor, uma vez que
requisi¢oes nao sao perdidas nem criadas no sistema.

Alguns indices estatisticos para a taxa de finalizacdo de requisi¢des sdao apresen-
tados na Tabela 2. A unidade de medida € requisi¢des por segundo (req/s). A mediana é 4
req/s e a média € 4,47. A variacao do conjunto de valores em relagdo a média é dada pelo
coeficiente de variagdo (COV), que € a razdo entre o desvio padrao e a média. A taxa de
saida € pouco varidvel (COV < 1). Observamos no periodo apenas um evento que pode
ser considerado um pico de carga, com a finalizacao de 74 requisi¢des em um segundo, o
que corresponde a mais de dez vezes a taxa média.

Tabela 2. indices estatisticos da taxa de finalizacao de requisicoes.
Indice | Menor | Mediana | Média | Maior | COV
Valor 0 4 4,47 74 0,59

3.2. Tamanho das Respostas

O segundo aspecto caracterizado € o tamanho das respostas as requisi¢des feitas pelos cli-
entes, isto €, o nimero de bytes servidos. A Tabela 3 apresenta alguns indices estatisticos
para esta métrica. Observamos que o tamanho médio da resposta é cerca de 10 Mby-
tes e a mediana € 3 Mbytes. Estes valores sdo 3 ordens de grandeza maiores do que os
mesmos indices de paginas Web, que apresentam mediana entre 2 € 5 Kbytes e média en-
tre 13 e 21 Kbytes [Arlitt and Williamson 1996, Arlitt and Jin 2000, Crovella et al. 1998,
Murta and Dutra 2004]. No entanto, diferentemente da caracterizacdo dos tamanhos das
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paginas Web, os tamanhos dos arquivos do servidor de software ndo apresentam grande
variabilidade. Enquanto o coeficiente de variagdo dos tamanhos foi de apenas 3,36 para
esta carga (Tabela 3), os mesmos trabalhos citados acima indicam COVs de no minimo
9, chegando a 39, evidenciando maior variabilidade nos tamanhos dos arquivos que
compdem paginas Web.

Tabela 3. Estatisticas dos tamanhos das respostas em bytes
Indice | Menor | Mediana Média Maior Cov
Valor 1 3.062.525 | 9.952.059 | 1.821.947.242 | 3,36

Os graficos da freqiiéncia acumulada (CDF) e da cauda da distribui¢cdo dos tama-
nhos (CCDF) sao apresentados na Figura 1. O grafico CCDF nao evidencia presenga de
cauda pesada, uma vez que a probabilidade de observar arquivos grandes cai rapidamente
para zero. Observamos que mais de 90% dos arquivos tem tamanho entre 10 e 10® bytes.
Para comparacao, no trabalho [Faber et al. 2006], a maioria dos arquivos solicitados tem
tamanho entre 10? e 10° bytes, com evidéncia de cauda pesada. Os arquivos servidos no
servidor de software sdo, portanto, muito maiores do que os servidos em servidores de
paginas Web. Além disso, os tamanhos dos arquivos de software ndo sdo muito varidveis
e ndo apresentam cauda pesada em sua distribuigdo.
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Figura 1. Distribuicao acumulada e complemento da distribuicao acumulada dos
tamanhos dos arquivos servidos.

No periodo analisado neste artigo, de cerca de 22 horas, foram servidos 3,5 Te-
rabytes, o que equivale a uma taxa média de servico igual a 44,69 Mbytes/s ou
357 Mbits/s. O nimero médio de requisi¢cdes por segundo foi 4,47. Para comparagdo,
o site do servidor da copa do mundo de 1998 [Arlitt and Jin 2000] serviu quase 5 Teraby-
tes no periodo de 54 dias, com média de 180 requisicdes por segundo, correspondentes a
680 Kbytes/s ou 5,44 Mbits/s. O servidor de software apresenta, portanto, caracteristicas
bem distintas do servidor de paginas.

3.3. Popularidade dos Arquivos

Um aspecto importante na caracterizagdo de um conjunto de arquivos € a distribuicao da
popularidade do conjunto. O célculo da popularidade deve ser feito com cuidado para
evitar distor¢des. O protocolo HTTP 1.1 permite a transferéncia parcial do conteudo re-
quisitado se o cliente ja possui copia de parte do conteido. Uma cdpia é feita parcialmente
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se ocorre um erro durante o processo de transferéncia, por exemplo, se a conexdo € inter-
rompida. Assim, um objeto pode ser requisitado varias vezes e transferido em etapas até
que a resposta seja completada.

Para evitar superestimativa da popularidade dos arquivos, consideramos nesta
avaliacdo tanto o nome dos arquivos requisitados quanto o nimero de bytes transferi-
dos. Identificamos arquivos com 0 mesmo nome € mesmo nimero de bytes, e contamos
quantas vezes cada arquivo foi servido. Esta € uma abordagem conservadora pois nao
considera envio de conteido parcial. A Tabela 4 apresenta os dez arquivos mais popula-
res no periodo analisado, em ordem de popularidade, incluindo o nimero de requisi¢des
feitas para cada arquivo, e o tamanho do arquivo em bytes.

Tabela 4. Os dez arquivos mais populares

Posi¢cdo | No. de requisi¢cdes | Tamanho (bytes) | Nome do Arquivo
1 47000 3.534.076 | eMule0.47c-Installer.exe
2 18550 5.322 | Azureus2.5.0.0.jar.torrent
3 12169 1.542.120 | aresregular192 _installer.exe
4 9517 3.308.767 | Shareaza 2.2.1.0.exe
5 4166 2.519.716 | eMulePlus-1.2.Installer.exe
6 3666 27.137.414 | MarioF30.zip
7 3127 17.372.875 | stellarium-0.8.2.exe
8 3087 2.206.322 | eMule
9 2363 2.666.152 | eMule0.47c.zip
10 2001 4.722.043 | eMule0.47c-Sources.zip

A Figura 2 apresenta o grafico da popularidade para todos os arquivos. O nimero
de arquivos unicos no conjunto é de 144.104. O eixo x apresenta os arquivos em ordem
de popularidade e o eixo y contém o numero de requisi¢des feitas a cada arquivo. Por
exemplo, o arquivo mais popular foi requisitado 47.000 vezes, e o centésimo mais popular
foi requisitado 153 vezes. Este grafico segue a lei de Zipf [Adamic and Huberman 2002],
com expoente bem préximo de 1.

A Figura 3 apresenta a concentracdo de referéncias. Para construir este gréfico,
os arquivos sao ordenados em ordem decrescente do nimero de referéncias, isto €, o
nimero de vezes que cada um foi solicitado no periodo de observagdo. Sao calculadas
entdo trés métricas. A primeira € a fracdo do espaco de armazenamento que 0s arquivos
mais referenciados necessitam. A segunda métrica € a fracdo de bytes que estes arquivos
representam, no total de bytes servidos. A terceira métrica € a fracdo de requisicdes que
sao atendidas por estes arquivos. O grafico da Figura 3 indica que os 10% mais popula-
res respondem por 63% do total de arquivos servidos, 42% do total de bytes servidos e
ocupam apenas 5,8% do espaco de armazenamento necessdrio para armazenar todos os
arquivos.

Além disso, cabe ressaltar que os cem arquivos mais populares somam 741 Mby-
tes e os duzentos arquivos mais populares somam 1,426 Gbytes. Considerando que o
servidor conta com 3 Gbytes de memdria principal, observamos que centenas de arqui-
vos populares podem ser armazenados na memoria principal e servidos diretamente, sem
necessitar de acesso a disco, o que contribui efetivamente para o bom desempenho do

549



100000 . . . . .

10000 + 7

1000 | Ty E

100 9

Numero de Acessos

1 L L L L
1 10 100 1000 10000 100000 1e+06

Classificacao por Acesso

Figura 2. Classificacdo dos arquivos em ordem de popularidade e o numero de
acessos feitos para cada arquivo.

servidor.

4. Caracterizacao do Desempenho

Os registros feitos no servidor contém o tamanho das respostas em bytes, o tempo de
servico, o registro de tempo da finalizacao das requisi¢des, € o nimero do processo e da
thread que serviu a requisicdo. Estas informag¢des permitem uma andlise detalhada de
alguns aspectos do desempenho do sistema.

4.1. Taxa de Servico do Servidor

O throughput ou taxa de servigo do servidor refere-se a quantidade de bytes servida a cada
segundo, calculada em Mbits/s. Este valor refere-se a vazao total produzida pelo servidor,
resultado do atendimento concorrente de varias requisi¢coes. Os indices estatisticos desta
métrica sdo apresentados na Tabela 5. A mediana é 163 Mbits/s e o throughput médio é
354 Mbits/s. Em 75% do tempo o servidor serviu 395 Mbits/s ou menos. A variabilidade
da métrica, expressa pelo COV, € baixa.

Tabela 5. Throughput do servidor em Mbits/s
Indice | Menor | Quartil 1 | Mediana | Quartil 3 | Média | COV
Valor 0,0 59 163 395 354 1,85

Estes valores correspondem a menos da metade da capacidade nominal da inter-
face de rede do sistema e da rede gigabit que conecta o servidor a Internet.
4.2. Analise dos Tempos de Servico

O tempo de servigo de cada requisi¢do, medido em microssegundos, € contado do mo-
mento de inicio do atendimento de uma requisi¢cdo a0 momento em que o ultimo pacote
¢ enviado para a interface de rede. Alguns indices estatisticos para o conjunto de tempos
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Figura 3. Concentracao de referéncias: porcentagem de espaco, bytes servidos
e requisicoes servidas pelos arquivos em ordem decrescente de popularidade

de servico s@o apresentados na Tabela 6. Observamos que a mediana estd em torno de 27
segundos, enquanto a média alcanca 86 segundos. O maior valor, maior que 44.000 se-
gundos, corresponde a cerca de 12 horas e trinta minutos. O coeficiente de variacio desta
métrica € um pouco superior ao coeficiente de variacdo dos tamanhos das requisi¢des.

Tabela 6. indices estatisticos dos tempos de resposta em microssegundos
Indice | Menor | Mediana Média Maior Ccov
Valor 76 27.890.750 | 86.588.946 | 44.342.950.368 | 4,23

4.3. Analise das Taxas de Servico por Requisicao

A taxa de servico foi calculada para cada requisi¢ao respondida com sucesso, dividindo-
se o nimero de bytes servidos pelo tempo de servico. Os indices estatisticos para esta
métrica sdo apresentados na Tabela 7, em Kbits/s. Observamos que 25% das trans-
feréncias sdo feitas a taxas inferiores a 259 Kbits/s e 75% sdo feitas a taxas inferiores
a 16 Mbits/s. A mediana é 1,5 Mbits/s e a média é aproximadamente 59 Mbits/s. A varia-
bilidade, indicada pelo COV, ¢ bastante elevada. As razdes da grande variabilidade desta
métrica sdo investigadas nas proximas subsegoes.

Tabela 7. indices estatisticos das taxas de servico em Kbits/s
Indice | Menor | Quartil 1 | Mediana | Quartil 3 | Média | COV
Valor | 0,007 259 1.507 16.114 | 58.992 | 19,92

4.3.1. Comparacao entre Tempo de Servico e Tamanho da Resposta

Um aspecto essencial do desempenho € a andlise do tempo de servico de uma tarefa
no servidor em relacdo ao tamanho do servico, no caso, a quantidade de bytes servida.
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O servigo realizado pelo servidor consiste tdo somente na transferéncia do arquivo so-
licitado. Nenhum processamento adicional € realizado no servidor, ndo hé requisi¢des
dinamicas nem scripts a serem executados.

A Figura 4 apresenta um gréfico no qual cada ponto representa o nimero de bytes
servido (eixo x) em resposta a uma requisi¢ao e o tempo de servico correspondente (eixo
y). Os dois eixos estdo em escala logaritmica. Observamos que os tempos de servi¢o para
arquivos de mesmo tamanho sdo muito varidaveis. Em especial, os tempos de servigo para
arquivos maiores que 100 Kbytes abrangem uma faixa de valores que alcanca 5 a 6 ordens
de grandeza, de 10* us, ou 0,01 s, a 10'° s, ou seja, cerca de 10.000 segundos.

le+l1l T T T T T T T T T

1e+10 |

1e+09

1e+08

1le+07 |

Tempo (us)

1le+06 |

100000

10000 +

1000 ¢

100

1 10 100 1000 10000 100000 1le+06 1le+07 1e+08 1e+09 1le+10
Tamanho (bytes)

Figura 4. Tamanho e tempo de servico para cada arquivo servido.

Esta variabilidade pode ter vérias causas, entre as quais a sobrecarga no servidor, a
variabilidade dos tamanhos das respostas e variabilidade nas condi¢des de conectividade
dos clientes. Conforme observado na Se¢do 3.2, os tamanhos das respostas nao sao muito
variaveis. Os demais aspectos sdo investigados a seguir.

4.3.2. Analise dos Tempos de Servico de um mesmo Arquivo

O throughput do sistema, bem abaixo de sua capacidade nominal, ndo indica que haja
sobrecarga no servidor. Para confirmar este argumento, escolhemos alguns dos arquivos
mais populares e plotamos os graficos dos tempos de servi¢o para todas as requisi¢des ao
mesmo arquivo, ao longo do periodo de observagdo. A idéia € verificar a variabilidade
dos tempos de servico de diferentes requisicdes do mesmo arquivo, isto €, para servir o
mesmo numero de bytes. Se houver sobrecarga em alguns periodos, a variabilidade dos
tempos de servico serd maior nestes periodos.

A Figura 5 apresenta os tempos de servico para todas as requisi¢des feitas
ao arquivo Azureus2.5.0.0.jar.torrent (esq.), cujo tamanho € 5.322 bytes, e ao arquivo
eMule0.47c-Installer.exe (dir.), cujo tamanho € 3.534.076 bytes. Em ambos os casos ob-
servamos que os tempos de servico dos arquivos apresentam comportamento similar ao
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longo do experimento, nao demonstrando nenhuma correlag@o entre o tempo de servigo e
o tempo do experimento, dado em segundos. Se o servidor experimentasse sobrecarga em
algum periodo, os tempos seriam maiores ou, pelo menos, mais varidveis durante a so-
brecarga, e isso ndo ocorre. A diminui¢do das requisicdes durante a madrugada pode ser
observada no grafico a direita da Figura 5, no intervalo entre 50.000 e 70.000 segundos.

Observamos também que os tempos de transmissao do arquivo de menor tamanho
s30 muito menos varidveis, estdo numa faixa bem mais estreita do que os tempos de
transmissao do arquivo de maior tamanho. Como o arquivo € pequeno, o tempo gasto no
servidor domina o tempo total de servico, e o arquivo € servido ¢ menos de 1 ms, exceto
em poucos casos. A maioria absoluta dos valores estd em apenas uma ordem de grandeza,
cerca de centenas de microssegundos.

Tempos de servico do arquivo Azureus2.5.0.0 jartorrent Tempos de servico do arquivo eMule0.47c-Installer.exe
1e+06

100000 |

10000

Tempo (us)
Tempo (us)

1000 |

L 100 L L L L L L L
0 10000 20000 30000 40000 50000 60000 70000 80000 0 10000 20000 30000 40000 50000 60000 70000 80000

Tempo do experimento Tempo do experimento

Figura 5. Tempos de servico para todas as requisicoes feitas aos arquivos Azu-
reus2.5.0.0.jar.torrent (esq.) e eMule0.47c-Installer.exe (dir.) durante o tempo de
observacao.

Por outro lado, os tempos de transmissao do arquivo de maior tamanho se espa-
lham em cerca de 4 ou 5 ordens de grandeza. Para arquivos grandes, o tempo de trans-
missdao do arquivo pela rede domina o tempo total de servigo, e o tempo de transmissao é
limitado pela velocidade da conexao do cliente.

Para avaliar melhor as velocidades de transmissdo dos arquivos grandes, calcula-
mos os percentis da taxa de servigo por arquivo, para arquivos maiores do que 100 Kbytes.
A Figura 6 apresenta estes dados. Observamos que cerca de 6% dos arquivos foram servi-
dos a velocidades compativeis com conexoes realizadas via linha discada, 26% possivel-
mente utilizaram conexdes de até 256 Kbits/s, 38% até 512 Kbits/s € 56% até 2 Mbits/s.
Os demais foram servidos via enlaces mais rapidos, porém limitados a 1 Gbit/s, que € a
velocidade do enlace do servidor a Internet.

Os numeros parecem superiores aos que se poderia esperar do acesso a Internet
da populacdo brasileira. No entanto, devemos observar que a UFPR, onde o servidor esta
hospedado, estd conectada tanto internamente (entre os campi) quanto externamente, a
vdrias universidades e institutos de pesquisa sediados na cidade de Curitiba, no estado
do Parand e no pais, por meio de enlaces de alta velocidade [POP-PR 2007]. Computa-
dores instalados em universidades e institutos de pesquisa estdo possivelmente entre os
principais clientes deste servidor.
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Percentis da Taxa de Transmissao por arquivo servido
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Figura 6. Percentis da taxa de servico para arquivos maiores que 100 Kbytes.

4.4. Processos, Threads e Nivel de Multiprogramacao

O comportamento dos processos e das threads criadas pelo servidor Web para servir as
requisi¢oes foi também analisado. O servidor Apache instalado implementa o médulo
de multiprogramacdao MPM worker [Apache Web Server 2006], que cria um conjunto de
processos, cada um com um numero fixo de threads, para atender as requisi¢des. Se
necessario, novos processos sao criados, com o mesmo nimero de threads, de acordo com
a carga. A Tabela 8 indica os processos criados pelo servidor para atender as requisi¢coes,
o ndmero de threads utilizado em cada processo, o nimero de requisicdes atendidas por
processo € o numero médio de requisi¢cdes atendidas por thread. Vale lembrar que o
servidor j4 estava em execug¢do antes do periodo desta coleta de dados, e assim continuou.
O primeiro processo foi encerrado pelo servidor durante o periodo de experimento, € os
trés ultimos foram criados no periodo final da coleta de dados. Isto explica o menor
numero de requisi¢des atendidas por estes processos.

Tabela 8. Processos e threads utilizados para atender as requisicoes

Processo | Requisi¢cdes | Threads | Req.por thread
10004 75237 256 294
10005 102555 256 401
10526 102786 256 402
11194 59719 256 233
22842 315 218 1,2
23512 10727 256 42
24095 4321 254 17

O gréfico da Figura 7 mostra o nimero de threads em atividade em um dos pro-
cessos durante o periodo observado. Verificamos que, para cada processo, 0 nimero
de threads atendendo requisicdes simultaneamente ndo alcanga em nenhum momento o
ndmero de threads criado por processo (256), mesmo no caso deste processo, 0 mais ativo
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no periodo. A estratégia do servidor é manter algumas threads ociosas e, portanto, dis-
poniveis para atender novas requisi¢des, evitando que uma requisicao precise esperar pela
criacdo de um novo processo para ser atendida.

Processo 10526
180 T T T T T T T
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80
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40 1
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0 1 1 1 1 1 1 1
0 10000 20000 30000 40000 50000 60000 70000 80000
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Figura 7. Threads ativas do processo 10526 durante o periodo de observacao

O nivel de multiprogramacdo do sistema pode ser calculado pela lei de Lit-
tle [Lazowska et al. 1984], multiplicando-se a taxa média de servigo em req/s (4,47) pelo
tempo médio de servigo (86,6 segundos). Assim, o nimero médio de requisi¢des em aten-
dimento no sistema é 387. O comportamento dos processos e das threads no servidor sao
também evidéncia de que o servidor ndo ficou sobrecarregado em nenhum momento.

4.5. Discussao

A andlise apresentada revelou que a carga do servidor de software apresenta carac-
teristicas bem distintas da carga de outros tipos de servidores, em especial da carga de
servidores de paginas Web. Os arquivos s3o muito maiores, da ordem de Mbytes, em vez
de Kbytes, e os tamanhos apresentam menor dispersdo. As taxas de requisicao ndo sao
muito varidveis, e o nimero médio de requisicdes por segundo € baixo. No entanto, a
quantidade de bytes servidos é muito maior do que a observada nos demais servidores. O
servidor demonstrou ter infra-estrutura adequada em termos de recursos (CPU, memodria,
disco e rede) para atender a carga, ndo apresentado evidéncia de sobrecarga. Servidores
atuais sdo capazes de servir arquivos a taxas bastante elevadas, especialmente quando os
arquivos sdo mantidos em memoria principal. O servidor em questdo é equipado com
memoria principal de 3 Gbytes, suficiente para armazenar fracdo significativa dos arqui-
vos mais requisitados.

As taxas de servigo por arquivo sao muito variaveis. As taxas de servico dependem
da velocidade de conexdo dos clientes ao servidor, das condi¢des do trafego no periodo
em que o arquivo € servido, além de vdrios fatores. Por exemplo, clientes de provedores de
acesso sdo servidos via proxy do provedor, o que contribui para a laténcia da requisic¢ao.
Diversas tecnologias de acesso sdo utilizadas para conectar o usudrio a Internet, desde li-
nhas de alta velocidade a acesso discado e redes em fio, incluindo servicos oferecidos por
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provedores como conexdes DSL e via cabo. Embora haja aumento continuo na capaci-
dade nominal de acesso a Internet, € razodvel admitir que estas diferencas devem persistir
pois estao relacionadas a aspectos econdomicos e a distribui¢ao da riqueza no mundo.

Estudos demonstram que cargas diferentes saturam recursos diferentes do servi-
dor [Farah and Murta 2006]. Maior nimero de requisi¢des pequenas requer mais recursos
de software do servidor, como nimero de processos abertos, nimero de arquivos abertos,
e numero de sockets TCP. Requisicdes maiores normalmente saturam a rede.

Os resultados nao indicam sobrecarga no servidor. Ainda assim, o servidor pode
ser limitado pelas condi¢des de conectividade dos clientes. Se o cliente € lento, o servidor
precisa esperar, € ndo hd meios para acelerar a resposta. Enquanto espera o cliente, o
servidor mantém a conexao, com gasto de recursos como estruturas de dados, memoria,
sockets criados, threads. Esta situacdo demonstra o equilibrio dinAmico entre a capa-
cidade do servidor, a demanda e as condi¢Ges de conectividade entre servidor e clientes.
Nas condig¢des analisadas, um aumento na carga pode mudar esta situagdo de estabilidade,
gerando sobrecarga no servidor. Além disso, a melhoria das condi¢des de conectividade
dos clientes pode também alterar o quadro, sobrecarregando o servidor.

5. Conclusao

Resultados de caracterizacao de carga sdao informagdes essenciais para o projeto de siste-
mas. Este artigo analisa, possivelmente pela primeira vez, a carga de um servidor de soft-
ware livre. Os resultados indicam que a carga € consideravelmente diferente das cargas
de servidores Web analisados anteriormente, em diversos aspectos, exceto a popularidade
dos arquivos servidos, que segue a lei de Zipf.

O projeto de servidores Web para este tipo de carga pode se beneficiar largamente
deste estudo. Em particular, o escalonamento das requisi¢cdes pode ser feito levando-se em
considerac@o o tamanho da requisicdo e a capacidade do caminho entre cliente e servidor.
Como as respostas sao grandes, envolvem grande nimero de pacotes, e demoram varios
segundos, o proprio servidor pode estimar a taxa de servigo de cada requisi¢ao, e escalonar
a requisi¢cdo de acordo. Esta situagdo é adequada para a implementagdo de politicas de
escalonamento baseadas no tamanho da tarefa [Schroeder and Harchol-Balter 2006] e na
velocidade da conexdo [Murta and Corlassoli 2003].

Alguns aspectos registrados no log nao foram analisados neste trabalho, por exem-
plo a origem das conexdes, dada pelo endereco IP do cliente, e aspectos relacionados a
localidade de referéncia das requisi¢Oes. Estas andlises sdo complementares a este traba-
lho e serdo realizadas no futuro.
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