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Abstract. Most advanced Collaborative Virtual Environments (CVE)
architectures rely heavily in the use of network-layer multicasting. As
network-layer multicasting is still not broadly available in the Internet,
alternatives need to be sought after. Application-layer multicasting (ALM) has
recently emerged as a good alternative, as it does not rely on network-layer
multicasting. This paper presents the use of CAN Multicast protocol for
support in CVE architectures. We evaluate the performance of the Multicast
CAN protocol in the light of SPLINE architecture requirements.

Resumo. Muitas arquiteturas para Ambientes Virtuais Colaborativos (AVCs)
avangadas contam fortemente com o uso da comunicag¢do multicast na camada
de rede. Entretanto, a comunicacdo multicast na camada de rede ndo esta
prontamente disponivel na Internet. Multicast na camada da aplica¢ao (ALM —
Application Layer Multicast) tem recentemente surgido como uma boa
alternativa ao multicast na camada de rede. Este artigo apresenta o uso do
protocolo CAN Multicast no suporte a AVCs em grande escala. Foram
realizadas simulagoes para avaliar o desempenho do protocolo a partir dos
requisitos da arquitetura SPLINE.

1. Introducéo

O protocolo IP Multicast € uma solucdo para a comunicacdo de grupos multicast com
grande numero de participantes e apresenta uma técnica de roteamento que possui
eficiéncia na entrega de pacotes a partir de uma Unica origem a multiplos destinos
[Deering 1990]. Essa técnica elimina a replicacdo de pacotes redundantes em um
mesmo enlace fisico narede. Entretanto, suaimplementacdo na rede requer suporte aos
diversos roteadores espalhados geograficamente [Diot et a 2000]. Além disso, os
roteadores devem manter os estados de roteamento para cada grupo multicast criado, o
gue torna o0 modelo pouco escalavel com relagdo ap nimero de grupos multicast ativos
concorrentemente. Estes fatores tém limitado uma adogdo abrangente do protocolo 1P
Multicast na Internet.
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Um exemplo de rede que utiliza o protocolo IP Multicast € o Mbone (Multicast
Backbone) [Erikson 1994]. O Mbone consiste de sub-redes (chamadas de ilhas) que
oferecem suporte multicast ligadas entre si por meios de enlaces ponto-a-ponto usando a
técnica de tunelamento. O Mbone utiliza-se de tUneis para que os pacotes multicast
atravessem as redes por meio de encapsulamento dos pacotes. Os pacotes chegam até o
proximo roteador compativel que desencapsula os pacotes e os transmite ao destino
final. Porém, dificuldades de configuragdo dos tinels bem como a administragdo e
gerenciamento dos problemas inerentes ao protocolo IP Multicast fazem com que
poucos Provedores de Servicos Internet (PSls) disponibilizem conectividade multicast
para usuarios domésticos.

Existe um grande nimero de aplicaces com diferentes exigéncias do ponto de vista
do projeto do protocolo IP Multicast, como a video-conferéncia, o ensino a distancia e
as salas privadas de bate-papo. Estas aplicagdes em geral contém um nldmero pegueno
de participantes dentro do grupo e os grupos sao criados e eliminados com certa
fregliéncia. Quando h&d um grande nimero desses pequenos grupos, a eficiéncia na
largura de banda e a escalabilidade oferecida pelo protocolo IP Multicast é reduzida
pela complexidade do controle ligada a configuragdo e manutencdo dos grupos
[Pendakaris et a. 2001]. H& um crescimento no nimero de aplicacOes desses tipos e
pesguisadores vém procurando por solugdes que ndo dependam de suporte multicast nos
roteadores.

Multicast ha camada de aplicacdo ou Application Layer Multicast (ALM) ou ainda
End System Multicast (ESM) € uma alternativa que tem o potencial de resolver os
problemas associados ao protocolo |P Multicast [Pendakaris et a. 2001] [Banerjee et al.
2002]. Apesar de ndo possuir 0 mesmo desempenho do protocolo IP Multicast,
protocolos ALM ndo dependem de alteragdes na infra-estrutura da rede. Em vez disso,
um servico similar ao protocolo IP multicast é implementado a partir da colaboracéo
entre sistemas finais através do encaminhamento de pacotes. Em um protocolo ALM
todos os pacotes sdo transmitidos de forma distribuida, usando o roteamento ponto-a-
ponto (unicast). Os protocolos ALM sdo aternativas importantes ao protocolo IP
Multicast. Assim, vérios protocolos ALM foram propostos para atender as diversas
aplicagcOes como: 0 ALMI [Pendakaris et a. 2001], o NICE [Banerjee et a. 2002], o
NARADA [Chu et a. 2002], o Scribe [Castro et a. 2002], o CAN Multicast
[Ratnasamy et al. 2001b], o Bayeux [Zhuang et al. 2001], o Yoid [Francis 2006] e o
RMX [Chawathe 2002].

Um protocolo ALM € construido com base a atender aplicagdes especificas. Com
ISso, requisitos como o atraso fim-a-fim, a escalabilidade, a tolerancia a fahas, o
caminho de dados ser especifico a cada origem ou ser compartilhado entre os sistemas
finais devem ser considerados antes da escolha do protocolo.

Em aplicacbes baseadas em Ambientes Virtuais Colaborativos (AVCs) de grande
escala 0 uso de um protocolo ALM é uma solugdo aternativa para reducdo de trafego
redundante na rede gerada pela necessidade de atualizagdo das copias do mundo virtual
entre os participantes. A utilizagdo da comunicagdo multicast permite melhorias na
escalabilidade do ambiente virtual, pois este tipo de comunicacdo proporciona o
aumento do nimero de usuarios no ambiente. No entanto, sua baixa difusdo acarreta na
exclusdo de participantes cujo PSIs ndo oferecam suporte ao protocolo IP Multicast.
Com isso, encontrar um protocolo ALM que melhor atenda as aplicactes para AVCs de
grande escala se torna uma importante contribuicéo para aqueles que tém o objetivo de
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disponibilizar uma aplicacdo paratais sistemas e que ndo querem ter as dificuldades do
protocolo | P Multicast.

O artigo [Pereira et a. 2005] apresenta uma analise comparativa entre diversos
protocolos ALM existentes na literatura. Dentre os protocol os analisados, os protocol os
TBCP (Tree Building Control Protocol) [Mathy et a. 2001], Scribe e CAN Multicast
s80 adequados as aplicacdes AV Cs de grande escala.

Assim, este artigo apresenta uma avaliagdo do protocolo CAN Multicast em diversos
cenarios, fornecendo suporte a arquitetura para AVC de grande escala chamada
SPLINE. Os resultados obtidos demonstram que o protocolo CAN Multicast é uma
aternativa bastante adequada no suporte a diversos AV Cs de grande escala, desde que
propriamente utilizado.

Este artigo esta organizado da seguinte maneira. A Secdo 2 apresenta a arquitetura
SPLINE para ambientes virtuais colaborativos de larga escala. A Secdo 3 descreve a
geréncia de grupos multicast e as aplicagdes dos protocolos ALMs. A Secéo 4 apresenta
uma sintese das principais caracteristicas dos protocolos ALMs adequados as aplicacdes
AVCs de larga escala. A Secdo 5 descreve o modelo de ssimulagéo do protocolo CAN
Multicast e os resultados de simulagéo estdo contidos na Secéo 6. A Secéo 7 € dedicada
as consideracOes finais do trabal ho.

2. A arquitetura SPLINE para AVCsde grande escala

Ambientes virtuais colaborativos tem o objetivo de aplicar a realidade virtual em um
espaco (mundo virtual) formado por uma rede de usudrios permitindo que esses
colaborem e compartilhem objetos entre si como se estivessem fisicamente em um
mesmo local.

Ambientes virtuais colaborativos de grande escala sdo diferenciados de outras
aplicagdes por permitirem que um numero suficientemente grande de participantes
compartilhem e interajam em um mesmo mundo virtual. Jogos massivos com multiplos
jogadores [Knutsson 2004], simulagdes distribuidas e aplicagdes colaborativas de grande
escala sao exemplos de AVCs de grande escala. Podemos citar como exemplos de
arquiteturas para AVCs de grande escala: a DIVE [Carlsson e Hagsand 1993], a SPLINE
[Barrus et al. 1996] e a BrickNet [Singh et al. 1995], entre outras.

Em nosso trabalho, o protocolo CAN Multicast ¢ simulado no suporte a AVCs de
grande escala provendo suporte a arquitetura SPLINE. A arquitetura SPLINE foi
escolhida para representar o mundo virtual em nossa simulagdo por ser uma arquitetura
simples e representar bem as arquiteturas baseadas em divisao espacial [Oliveira 2003].

A arquitetura SPLINE (Scalable Platform for Large Interactive Networked
Environments) foi projetada pela MERL (Mitsubishi Electric Research Laboratories).
Na arquitetura SPLINE, o mundo virtual é dividido em areas chamadas locales. Locales
podem variar de tamanho e de forma. Para cada locale é associado um grupo multicast.
Cada locale define seu proprio sistema de coordenadas. Nesta arquitetura, oS
participantes que entram em um determinado locale recebem informacdo de todos os
objetos pertencentes aguele locale e de seus vizinhos imediatos.

Para a comunicacdo de dados entre os usuarios do mundo vitual, a arquitetura
SPLINE usa o protocolo de transferéncia compartilhada interativa denominado ISTP
(Interactive Sharing Transfer Protocol) [Waters 1997]. ISTP que ¢ um protocolo hibrido
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que suporta muitos modos de transportes de dados e as informagdes para realidade
virtual s3o dadas por meio de cinco subprotocolos: /-1 Connection, Object State
Transmission, Streaming Audio, Locale-Based Communication e Content-Based
Communication.

i |
L2
L3
G1 \ G3
L4 -~ LS
G4 \ G5
L6
G6

Figura 1. Modelo do mundo em SPLINE.

A Figura 1 representa um modelo do mundo virtual na arquitetura SPLINE. Nela, as
areas geométricas definem o espaco apropriado por diferentes /locales. As portas entre
locales simbolizam vizinhancas entre eles. Se um membro deseja associar-se ao locale
L1, esse membro deve assinar seu grupo multicast (G1) associado e os grupos multicast
associados aos seus locales vizinhos (G2, G4).

3. AplicacOes e geréncia dos protocolosALM s

Multicast na Camada de Aplicagdo ¢ uma importante alternativa a comunicagao
multicast na camada de rede por questoes de gerenciamento (configuragdo e controle) e
por dispensar qualquer modificagdo na infra-estrutura bésica da rede.

Em ALM, uma sobre-camada de rede ¢ construida no topo dos servigos de redes
disponiveis e os pacotes ponto-a-ponto sdo encaminhados entre sistemas finais através de
uma aplicagdo. O modelo ¢ organizado de forma que cada sistema final participante
(membro) € responsavel por entregar pacotes de dados a um subconjunto de participantes
que estdo ligados a ele por meio de alguma regra. A esse subconjunto de participantes
chamamos de participantes vizinhos.

Os grupos multicast, em ALM, podem ser gerenciados de forma centralizada ou
distribuida. Na forma centralizada, um ou mais sistemas finais, que podem ou ndo
participar do grupo multicast, sdo responsaveis por manter estados dos membros no
grupo além de identificar e reparar possiveis particdes causadas por uma saida ou queda
de um membro dentro do grupo.

Na forma distribuida, os proprios membros participantes sdo responsaveis por manter
seus estados e também pela identificag@o e reparo de possiveis parti¢des dentro do grupo.
A forma da geréncia de grupo pode limitar a quantidade de usudrios no sistema. Em uma
geréncia centralizada, a quantidade limitada de sistemas finais no gerenciamento limita a
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escalabilidade do sistema pela capacidade computacional desses sistemas finais além de
introduzir pontos centrais de falha. Uma geréncia distribuida favorece a escalabilidade
do sistema (membros sdo responsaveis por manter estados de outros poucos membros do
grupo) e pontos de falhas sdo limitados a poucos membros no grupo.

Uma aplicacdo de grande escala necessita de uma abordagem distribuida na geréncia
de grupo. Os protocolos que implementam uma geréncia de grupo distribuida sdo: CAN
Multicast, Scribe, TBCP e Yoid. Os protocolos ALMI (4pplication Level Multicast
Infrastructure) [Pendakaris et al. 2001], CoopNet [Padmanabhan et al. 2002], AMCast
[Shi e Turner 2002], RMX [Chawathe et al. 2002] e HBM (Host-Based Multicast) [Roca
e El-Sayed 2001] sdao exemplos de protocolos que utilizam a geréncia de grupo
centralizada.

Os protocolos ALM sdo construidos com base nas aplicagdes a que eles se destinam e
suas caracteristicas sao definidas de acordo com as necessidades das aplicagdes.

As aplicagdes para fluxo de dudio/video em geral envolvem uma Unica origem para
distribuicdo de midia e uma grande quantidade de clientes receptores. Tanto midias de
fluxo em tempo real quanto midias de fluxo sob demanda sdo exemplos dessas
aplicacdes. AMCast [Shi e Turner 2002], NICE [Banerjee et a. 2002], ZIGZAG [Tran et
al. 2003] e Bayeux [Zhuang et al. 2001] s3o protocolos construidos com base nessas
aplicacdes. Esses protocolos tém em comum a utilizacdo do atraso e ou banda como
métricas para construciao da topologia de dados e a transmissdo de dados ¢ baseada em
uma Unica fonte com destino a multiplos receptores.

Aplicagdes para audio-conferéncia e ou video-conferéncia pertencem a uma outra
classe de aplicagdes. Em geral sdo constituidas a partir de pequenos e médios grupos de
participantes que interagem em uma sessdo de conferéncia. Nessas aplicagdes, um alto
grau de interatividade ¢ exigido e cada participante tem o potencial de enviar e receber
dados, ou seja, nessas aplicagdes contamos com multiplas fontes e multiplos destinos.
ALMI [Pendakaris et al. 2001], HBM [Roca e El-Sayed 2001], HostCast [Li e
Mohapatra] e NARADA [Chu et al. 2002] sdo protocolos para estas aplicagoes.

Aplicagdes para simulacOes distribuidas de grande escala formam uma classe
constituida por um grande numero de participantes, onde cada participante ¢ uma origem
de dados. Essas aplicacdes requerem transmissao de mensagens muitos-para-muitos, uma
vez que seus participantes sdo livres para trocas de uma grande quantidade de
informagdes de atualizagdo simultanea. Jogos massivos com multiplos participantes e
aplicacdes para AVC de grande escala sdo exemplos dessas aplicagdes. Nessas
aplicacdes o atraso ¢ considerado a principal métrica na topologia de dados. Os
protocolos CAN Multicast, Scribe , TBCP e Yoid sdo construidos para esses fins.

4. Protocolos ALM no suportea AVCs

Os ambientes virtuais colaborativos de grande escala possuem caracteristicas
proprias como tipo de transmissdo muitos-para-muitos, geréncia distribuida de grupo
multicast e o atraso fim-a-fim como principal métrica na construcéo da arvore ALM.
Com base nessas caracteristicas, 0 artigo de Pereira et a. [Pereira et al. 2005] realizou
uma andlise comparativa entre 23 (vinte e trés) protocolos ALM e concluiu que os
protocolos TBCP, Scribe e CAN Multicast sdo adequados as aplicacdes AVCs de
grande escala.
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O protocolo TBCP (Tree Building Control Protocol) [Mathy et al. 2001] foi
projetado para reduzir o tempo de convergéncia na construcéo de uma “boa’ arvore a
partir do conhecimento de poucos participantes. Este protocolo limita-se a posicionar
novos membros em uma localizac&o 6tima em tempo de entrada no grupo e assumindo
cada n6 tem um numero limitado de filhos para servir.

A entrada de um novo membro no grupo requer trocas de mensagens entre 0 NOvVo
membro e um candidato a né pai do novo membro. Na entrada em um grupo, 0 novo
membro contata 0 N6 pai candidato e o né pai candidato replica ao novo membro uma
lista de seus nos filhos. Baseado em alguma funcéo de custo, 0 novo membro avalia o
no pai assim como os nos filhos para sel ecionar seu melhor ponto de entrada no grupo.

O protocolo TBCP é limitado, pois ndo possui um subconjunto de funcbes
necessarias a sua implementagdo em uma ambiente de simulag&o, como por exemplo: o
procedimento de entrada e saida de um membro no grupo multicast.

Scribe [Castro et a. 2002] € uma infra-estrutura ALM escalavel construida no topo
de uma estrutura Pastry. Pastry [Rowston e Druschel 2001] € uma estrutura de sobre-
camada P2P completamente descentralizada onde cada né participante tem igual
responsabilidade. A estrutura Pastry possui uma distribuicdo uniforme de seus nés
baseado em uma tabela hash segura, assegurando assim uma populagdo regular em seu

espago.

No protocolo Scribe, qualquer né pode criar um grupo e outros podem unir-se a esse
grupo e enviar mensagens multicast a ele (desde que tenham uma credencia apropriada
ao grupo). Um sistema Scribe consiste de uma rede de nds Pastry [Castro et a. 2002].
Cada né executa o programa de aplicacéo Scribe.

O protocolo Scribe cria uma arvore multicast, enraizada em um RP (Redezvouz
Point), para disseminar mensagens multicast no grupo. Sua &rvore multicast é criada
usando um esquema similar a0 RPF (Reverse Path Forwarding). A arvore € formada
pela adicéo de rotas Pastry de cada membro do grupo ao RP. Operacoes de entrada no
grupo sdo gerenciadas de maneira descentralizada para suportar muitos e dinamicos
participantes.

CAN’s (Content-Addressable Networks) [Ratnasamy et al. 2001a] sdo estruturas de
sobre-camada de rede par-a-par que prové funcionalidades de tabelas hash em grande
escala. Em CAN, os nés sdo divididos em um espaco de coordenadas, e cada né é dono
de uma porgéo desse espaco de coordenadas. A Figura 2 ilustra uma CAN de dimensdo 2
ocupada por 5 membros. Mensagens em CAN sdo roteadas através do espago seguindo
um caminho dentro do espago cartesiano .

A extensdo de CAN para oferecer multicast pela camada de aplicagdo, resultou no
protocolo CAN Multicast [Ratnasamy et al. 2001b]. A comunicagdo multicast ¢ realizado
através de um mecanismo especial de inundacdo (flooding), onde heuristicas sdo
utilizadas para minimizar o numero de pacotes duplicados encaminhados.
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Figura 2: Exemplo de um espago de coordenadas de dimenséo =2 com 5 membros.

A partir do estudo de vinte e trés protocolos ALM e dos trés protocolos ALM
adequados aos AV Cs de grande escala, podemos afirmar que o protocolo TBCP néo
possui um subconjunto de fungBes necessérias a sua implementacdo em um ambiente de
simulagcdo e que, por outro lado, os protocolos CAN Multicast e Scribe possuem este
subconjunto. Entretanto, em uma primeira etapa o protocolo CAN Multicast foi
escolhido para implementacdo em um ambiente de simulacdo pela vasta documentacéo
disponivel sobre este protocolo, facilitando seu desenvolvimento no simulador. Em um
trabal ho futuro, a implementacdo do protocolo Scribe permitird sua comparagéo com o
protocolo CAN Multicast e entdo poderiamos identificar qual o protocolo mais
adequado para AV Cs de grande escala e em que condic¢des isso deve ocorrer.

5. Avaliacio do Protocolo CAN Multicast

Esta Secdo apresenta uma avaliagdo através de simulagdo do protocolo CAN
Multicast integrado com a arquitetura SPLINE. A métrica utilizada ¢é o atraso (laténcia)
nas interagoes entre os usuarios ¢ o mundo virtual.

Escolhemos a arquitetura SPLINE para representar o mundo virtual em nossa
simulagdo devido sua simplicidade de implementagdo e por representar bem as
arquiteturas baseadas em divisdo espacial.

A laténcia ¢ um dos mais importantes pardmetros em aplicacdes AVCs. A laténcia
impacta diretamente o realismo de experiéncias AVCs por determinar quando as
informacdes AVCs recebidas da rede sdo atualizadas [Singhal e Zyda 1999].

Tipicamente valores da laténcia para manter interagdes em tempo real variam entre 40
e 300ms segundo Diot e Gautier [Diot 1999]. O artigo de Cheshire [Cheshire 1996]
sugere que a laténcia ida e volta para interagdes em rede em geral deve ser de no maximo
100ms. Enquanto os trabalhos de Wloka [Wloca 1995] e de Diot [Diot 1999] admitem
100ms de atraso em um unico sentido. No entanto, a lat€ncia maxima permitida entre
usuarios de AVCs vai depender da aplicacao.

O protocolo ALM CAN Multicast e um subconjunto de fungdes da arquitetura
SPLINE foram implementados no simulador de redes J-sim [Tyan 2002]. Os nucleos dos
protocolos foram escritos em Java, enquanto os cendrios de simulagdo foram escritos na
linguagem script 7cl.
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5.1. Modelo de Simulag¢ao

Nossa simulagdo conta com um modelo do mundo dividido espacialmente em 10
areas, cada uma representando um /ocale, segundo a arquitetura SPLINE. Cada locale no
mundo possui um ou mais locales vizinhos e, de acordo com a arquitetura, cada locale ¢
conhecedor de seus vizinhos. A dimensdo de cada /ocale ndo é importante em nossa
simulacdo, assim sua forma ¢ representada na Figura 3. A movimentagdo de membros
entre /ocales ¢ realizada de forma probabilistica onde cada membro do mundo possui
uma probabilidade de entrada, de movimentagdo (entre /ocales vizinhos) e de saida do
mundo virtual.

| |
= L2 P L3
G2
L1 1 G3
G1 Pud L6
1 s
G6
U fl
G4 G5
it t
L9
-
L7 P L8 G9
< Lo
G7 G8 | G10

Figura 3: Modelo do mundo. Setas indicam vizinhanca entre os locales. Onde, para
cada Locale Li, (i entre 1-10), tem associado o grupo CAN Multicast Gi.

As simulagdes foram executadas usando CANs de 2 e 3 dimensdes para mundos
virtuais com: 20, 40, 80, 160 e 250 participantes. Nas simulacdes, os participantes podem
acessar o mundo, deixar o mundo e mover-se no mundo a cada 1s. Mensagens multicast
de atualizacdo de estado foram enviadas por cada participante no mundo a cada 100ms,
ou seja, 10 mensagens de atualizagdo por segundo por cada participante. Cada
experimento realizado envolveu 300s de simulagdo. A topologia utilizada compreendeu
1000 nos representando sistemas finais.

A topologia utilizada nas simulacdes foi baseada no modelo de Waxman [Waxman
1988] e construida a partir de um gerador de topologia chamado BRITE [Medina et al.
2001]. A laténcia do enlace entre pares de nds variou na faixa de 1-20ms. Foram
realizados cinco repeti¢des em cenarios do mundo virtual com 20 e 40 participantes. No
entanto, devido a grande quantidade de tempo requerido pelo simulador, nos cenarios
com 80, 160 e 250 participantes menos repeticdes foram efetuadas para esses
experimentos.
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6. Analise dos resultados
6.1 Entrada no Mundo Virtual

Para entrar em um mundo virtual um usudrio deve trocar mensagens de controle com
um servidor de locales. O servidor de locales € responsavel por armazenar informagdes
sobre o locale (qual o grupo multicast associado, quem sdo seus /ocales vizinhos, quais
0s objetos pertencentes ao locale). Recebida as informag¢des do mundo virtual, o usuario
entdo deve assinar os grupos multicast associado ao locale pretendido e de seus locales
vizinhos.

Entrada de participantes no AVC
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Figura 4:CDF do overhead para entrada de membros no mundo virtual em CANs com 2
dimensdes.

As fungdes de distribuicdo acumulada (Cumulative Distribution Function - CDF) das
Figuras 4 e 5 representam o custo gasto por um usudrio para entrar no AVC a partir da
infra-estrutura CAN. Tanto em uma CAN 2D quando em uma CAN 3D o custo ¢
relativamente alto de acordo com os valores indicados para aplicacdes em tempo real
segundo [Diot 1999], [Cheshire 1996] e [Wloka 1995] para manter o realismo do
sistema. No entanto, para aplicacdes AVC em tempo real cujo custo relativo a entrada de
membros ndo interfiram no realismo do mundo, o emprego do protocolo CAN Multicast
pode se tornar uma boa alternativa.
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Figura 5:CDF do overhead para entrada de membros no mundo virtual em CANs com

3 dimensdes.

6.2 Saida do Mundo Virtual

Um usudrio que deseja sair do mundo virtual deve retirar suas assinaturas dos grupos
associados ao locale no qual estava presente e aos grupos associados aos seus locales

vizinhos.
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Figura 6: CDF do overhead para saida de membros do mundo virtual em CANs com 2

dimensoes.
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As CDFs das Figuras 6 e 7 exibem o custo no 95° percentil para a saida de usuérios do
mundo virtual empregando CANs de 2 e 3 dimensdes respectivamente. As CDFs
mostram que 95% dos membros deixam o mundo virtual em até 80ms. Este tempo nao
sofre influéncia da quantidade de membros no mundo virtual € nem da dimensdao CAN.

A saida de um membro do mundo virtual ndo interfere no realismo dos AVCs, pois
seu custo envolvido estd dentro da faixa de tempo sugerida por [Diot 1999], [Cheshire
1996] e [Wloka 1995] a manutengdo do realismo nas aplica¢des de tempo real.
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Figura 7:CDF do overhead para saida de membros do mundo virtual em CANs com 3
dimensodes.

6.3 Movimento no Mundo Virtual

Um usuario que deseja movimentar-se entre /ocales no mundo virtual deve assinar
grupos multicast de novos locales e retirar sua assinatura de outros grupos.

As CDFs das Figuras 8 e 9 exibem o custo no 95° percentil para a movimentagao de
um participante entre /ocales no mundo virtual empregando CANs 2D e CANs 3D,
respectivamente. As CDFs mostram que o tempo gasto no movimento por um membro
entre um antigo /locale e um novo locale no mundo virtual ¢ relativamente alto
comparado ao custo sugerido para aplicacoes em tempo real segundo [Diot 1999],
[Cheshire 1996] e [Wloka 1995].

Entretanto, os membros no mundo virtual, segundo a arquitetura SPLINE, assinam os
grupos multicast associados aos locales vizinhos. Assim, membros do mundo virtual
fazem movimentos para locales cujos grupos multicast ja estdo assinados por ele. Logo, a
movimentagdo de membros no mundo virtual, em geral, ndo interfere no realismo do
mundo virtual. Os custos associados as CDFs das Figuras 8 e 9 sdo custos relacionados a
assinaturas de grupos multicast associados aos locales vizinhos e ndo propriamente ao
novo locale.
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684



f e Anaiz do XXVIl Congresso da SBC 30 de junho a 06 de julho de 2007
- e WPerformance - VW Workshop em Desempenho de Sistemas Computacionais e de Comunicaggo Rio de Janeiro, R

6.4 Divulgacio de Estados entre Membros no mundo Virtual

Participantes em um mundo virtual devem periodicamente divulgar seu estado a
outros participantes no mundo por meio de seus grupos multicast.

As CDFs das Figuras 10 e 11 exibem o custo no 95° percentil para envio de
mensagens de atualizacdo de estado desde seu envio por um participante da origem até a
chegada ao ultimo participante interessado. O atraso medido em uma CAN 2D para 20 e
40 participantes no mundo estd dentro da faixa tolerada para manuten¢do do realismo
segundo [Diot 1999]. Entretanto, se o numero de participantes no mundo cresce e
ultrapassa 80 participantes no mundo, o realismo pode estar sendo comprometido
segundo a faixa de tempo sugerida por [Diot 1999].

O artigo de Ratnasamy et al [Ratnasamy 2001b] prové algumas alternativas para
melhorias no protocolo CAN. Uma dessas melhorias trata o aumento na dimensdo CAN.
O aumento da dimensdo CAN impacta na diminui¢do do tamanho no caminho de
roteamento na O(d(n"?)).
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Figura 10: CDF do overhead para divulgacédo de estados entre membros no mundo
virtual em CANs com 2 dimensdges.

A CDF da Figura 11 exibe os resultados do custo no 95° percentil para divulgacao de
estados no mundo virtual utilizando uma CAN 3D. Esses resultados mostram que mesmo
com 250 participantes interagindo no mundo virtual, o tempo de divulgagdo de estados
estd dentro da faixa de tempo sugerido por [Diot 1999] para manutencao do realismo em
aplicagdes de tempo real como AVCs. Além disso, a CDF da Figura 11 mostra que 60%
das mensagens dada uma origem s3o entregues ao ultimo participante interessado em
menos que 100ms.
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Figura 11: CDF do overhead para divulgacédo de estados entre membros no mundo
virtual em CANs com 3 dimensdes.

6.5 Resumo das A¢des no Mundo Virtual

A Tabela 1 mostra que o tempo gasto para um participante deixar o mundo virtual ¢
menor ou igual a 70ms e independe da quantidade de participantes no mundo virtual e do
tamanho da dimensdo CAN. Enquanto, para as demais ac¢des, a Tabela 1 mostra que com
o aumento da quantidade de participantes no mundo virtual, dada uma mesma dimensao
CAN, o tempo gasto para cada agdo aumenta. Por outro lado, dada uma mesma
quantidade de participantes o tempo gasto para cada acdo diminui com o aumento da
dimensao CAN.

Tabela 1 - Overhead das ac6es no Mundo Virtual.

Quantidade Overhead para | Overhead para | Overhead para | Overhead para
de Entrada no | Saida do Mundo | Movimento no | atualizacdo de
participantes | Mundo no 95° | no 95° ponto | Mundo no 95° | estados no
no Mundo ponto percentual (ms) | ponto Mundo no 95°
percentual (ms) percentual (ms) | ponto
percentual
(ms)
2D 3D 2D 3D 3D 2D 3D
20 355 341 68 69 270 265 168 95
40 377 368 65 68 302 283 228 110
80 438 412 69 70 352 322 308 150
160 508 445 68 69 397 374 430 200
250 576 492 69 69 481 409 531 231
Legenda: Valores dentro da faixa de tempo (40ms e 300ms) sugerida por
DIOT (1999) para manutencdo do realismo em aplicacdes de
tempo real.
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A Tabela 1 também mostra as acdes com suas quantidades de participantes que estdo
dentro da faixa de tempo sugerida por [Diot 1999] para manutengdo do realismo no
mundo virtual.

O overhead para atualizagdo de estados dos membros no mundo ¢ um fator de muita
importancia para a manutencdo do realismo no mundo virtual. A partir da Tabela 1
podemos concluir que o protocolo CAN Multicast 3D no suporte a AVCs de grande
escala ¢ um protocolo que garante o realismo do sistema dada uma quantidade de 250
participantes interagindo no mundo virtual.

7. Consideracoes Finais

Este artigo avaliou o desempenho do protocolo CAN Multicast no suporte a AVCs de
grande escala construidas sob a arquitetura SPLINE em diversas configura¢des de
participantes no mundo virtual assim como na variagao do tamanho da dimensao CAN
nessas configuragdes. A quantidade de participantes no mundo virtual variou entre 20 e
250 membros e o tamanho da dimensdao CAN entre 2 e 3.

Resultados da simulagdo mostraram que o suporte do protocolo CAN Multicast a
AVCs de grande escala podem nos levar a altos custos (overhead) na entrada de um
membro no mundo virtual. Os altos custos devem principalmente ao fato de que o espago
virtual de coordenadas CAN ¢ particionado entre membros sem qualquer relacionamento
com a topologia fisica da rede. Para resolver esse problema Ratnasamy et al. [Ratnasamy
2002] prové um mecanismo da constru¢do da arvore ALM CAN onde segundo uma
métrica (o atraso), membros proximos na topologia fisica fiquem também préximos na
topologia logica.

Outra medida importante considerada em nossa simulagdo foi o tempo levado em
divulgacdes de mensagens de estado entre membros no mundo virtual. Resultados
mostraram que o tamanho da dimensdo CAN ¢ um pardmetro importante a ser
considerado no suporte a AVCs de grande Escala. O custo (overhead) medido para
divulgacao de mensagens de estado dado um membro origem e sua recepgao pelo ultimo
membro interessado em receber a mensagem em uma CAN 2D mostrou que acima de 80
participantes no mundo virtual o realismo do AVC poderia estar sendo comprometido,
enquanto em uma CAN 3D a colaboragdo entre 250 participantes no mundo virtual
resulta em um custo de divulga¢do de estados dentro da faixa de tempo (40ms a 300ms)
sugerida por [Diot 1999] adequada para manutencao do realismo em aplicag¢des de tempo
real.

Os resultados avaliados nas simulagdes determinam que o protocolo CAN Multicast é
uma boa alternativa no suporte a diversos Ambientes Virtuais Colaborativos de grande
escala, sendo potencialmente vantajoso considerar dimensdes maiores de CAN.

Dando continuidade ao trabalho desenvolvido, podemos citar como um trabalho
futuro, a implementag@o do protocolo Scribe em um ambiente de simulag¢do no suporte a
AVCs de grande escala. Esta implementacao permitird uma comparagao entre o protocolo
CAN Multicast e o protocolo Scribe. Assim, poderiamos identificar qual o protocolo
mais adequado para AVCs de grande escala e em que condigdes isso deve ocorrer.
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