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Abstract. This paper describes the creation of a domain ontology to represent
knowledge to populate a knowledge base to be used by agents, in the environ-
ment of Internet Infrastructure routing domains. Protégé 5 was used, which
produces results suitable for both software-developed agents and humans. The
knowledge created with Protégé is explicit and Protégé has itself inference
machines capable of producing implicit knowledge. The resources available
in Protégé 5 are presented and the ontology is made available for public use.
The content produced with Protégé 5 will be used to populate the knowledge
base of the Structure for Knowledge Acquisition, Use, Learning and Collab-
oration (SKAU), an environment to support intelligent agents over Internet
Autonomous Systems domains.
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Resumo. Este artigo descreve a criacdo de uma ontologia de dominio para
representar conhecimento para popular uma base de conhecimento a ser us-
ada por agentes, no ambiente dos dominios de roteamento da Infraestrutura
da Internet. Foi utilizado o Protégé 5, que produz resultados adequados tanto
para agentes desenvolvidos por software como para seres humanos. O conheci-
mento criado pelo Protégé é explicito e o proprio Protégé tem mdquinas de in-
feréncia capazes de produzir conhecimento implicito. Os recursos disponiveis
no Protégé 5 sdo exibidos e a ontologia é disponibilizada para uso piiblico,
em todas as suas versoes. O contetido produzido pelo Protégé 5 serd utilizado
para povoar a base de conhecimento da Estrutura de Aquisi¢do, Uso, Apren-
dizagem e Colaboracdo de Conhecimento (SKAU), um ambiente para apoiar
agentes inteligentes nos dominios de Sistemas Autonomos da Internet.
Palavras-chave: infraestrutura da internet, sistemas autonomos, base de con-
hecimento, agentes inteligentes, ontologia



1. Introduction

The goal of this paper is to describe the use of ontologies and issues associated with
their production, to populate a knowledge base, usable by autonomous agents present
in Internet Infrastructure routing domains (BRAGA et al., 2020). Ontology was defined
in 1993 by Gruber and in 1997 this definition was adjusted more appropriately by Borst
(GUARINO; OBERLE; STAAB, 2009) apud (GRUBER, 1993; BORST, 1997). In 1998,
Studer and others adjusted the two definitions in the following definition proposal: "An
ontology is a formal, explicit specification of a shared conceptualization" (STUDER;
BENJAMINS; FENSEL, 1998) (GUARINO; OBERLE; STAAB, 2009). Several authors
have refined the definitions over time to indicate, more clearly, that an ontology is a
formally-defined vocabulary for a particular domain of interest used to capture knowl-
edge about that (restricted) domain of interest. So, an ontology describes the concepts
in the domain and also the relationships that hold between those concepts (HORRIDGE,
2011). The inclusion of a domain in the definition made it easier to understand the mean-
ing of ontology. In this way and finally, it was defined ontology as describing concepts
and relations in a specific domain are necessary for Knowledge Representation (KR) and
Knowledge Exchange (KE) (SLIMANI, 2015).

The present work considers, as use case, a specific ontology for a repository of explicit
knowledge on a well-defined machine learning domain represented by specifications that
allow to extend this repository with implicit knowledge obtained through the action of
reasoning engines (ANTONIOU; HARMELEN, 2004). This knowledge base is called
Machine Learning Ontology (MLOnto) and can be used by humans and software-based
agents (agents). The agents, in the context of this work, are part of the model named Au-
tonomous Architecture Over Restricted Domains (A2RD) that depend on a knowledge
base, one of the components that are hosted in a support environment named Structure
for Knowledge Acquisition, Use, Learning and Collaboration (SKAU) (BRAGA et al.,
2019). The SKAU ecosystem is visible in Figure 1 .

MLOnto is built using Protégé 5 (Protégé), an ontology editor, which uses the Web On-
tology Language (OWL) which, in turn, adopts Manchester syntax! (MUSEN, 2015)
(HITZLER et al., 2009). Among the various languages available to represent knowl-
edge, OWL brings together a set of favorable facilities because it has a high degree of
expressiveness (Figure 2) through a reasonably compact syntax, precise semantics un-
der its formalism and easy to be analyzed by reasoning mechanisms (KALIBATIENE;
VASILECAS, 2011) (GOLBREICH et al., 2003). Protégé was created at Stanford Uni-
versity and is very popular in the field of Semantic Web. Protégé is free, developed in
Java and its source code is released under a free license (the Mozilla Public License).
Protégé can read and save ontologies in most ontologies formats: RDF, RDFS, OWL,
etc. It is recognized for its ability to work on large Ontologies (MUSEN, 2015) (SLI-
MANI, 2015) (TUDORACHE et al., 2013).

This work is a substantial update to the preliminary studies described in Braga, Dias e
Regateiro (2020), and is divided into six sections, including this Introduction. Section 2
describes the related work. Section 3 describes the MLOnto architecture by identifying
each of its seven highest-level classes. Section 4 describes its current implementation
structure at Protégé. Section 5 establishes the conclusions and future work and the last

I <https://www.w3.org/TR/owl2-manchester-syntax/>
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Figure 1. The SKAU environment, support for agents of the A2RD model, where the KB displays
the position of MLOnto and other ontologies. The other items that appear in the image of this figure
are components that complete the SKAU environment, although important, are outside the scope of
this paper. Adapted from (BRAGA, 2019b).
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Figure 2. Languages Expressiveness. Source: (PEASE, 2011)

section 6 informs about the availability of the latest version of the ontology database.

2. Related Work

The use of Machine Learning to build Ontologies or a subset of Ontologies has been
common in the literature (POON; DOMINGOS, 2010; FU et al., 2004). Automatic



processes to produce ontologies are a constant presence, such as the work of capturing
acronyms from Request for Comments (RFCs) corpus, documents produced by the In-
ternet Engineering Task Force (IETF) (BRAGA, 2019a). There are many works related
to the Ontologies construction that include methodologies using Protégé, in the most
diverse domains and applications [e.g. (REN, 2012; SHEKHAR; K, 2013; CIMIANO;
VOLKER, 2005; BUITELAAR; OLEJNIK; SINTEK, 2004; TAN; LAMBRIX, 2009)].
However, initiatives for the construction of Ontologies that express the knowledge of
the domain of Machine Learning have few references on very specific sub-domains
(SACHA et al., 2018; DOAN et al., 2004; ICHISE, 2008).

The possibility to complement any ontology with domain ontologies developed by oth-
ers is proposed by the ontology alignment approach proposed by Ehrig (2007).

Lately, new area is being proposed: ontology learning using techniques of Natural Lan-
guage Processing, Al and machine learning (BUITELAAR; CIMIANO; MAGNINI,
2005; ASIM et al., 2018; KONYS, 2018) (BIRD; KLEIN; LOPER, 2009) (BHAVSAR;
KUMAR; DANGETI, 2017).

3. MLOnto Architecture

Recently, Vaishak Belle and Ioannis Papantonis (BELLE; PAPANTONIS, 2020), di-
vided multi-stakeholders in understanding machine learning models into five groups,
when they observed that ML models are increasingly deployed in a wide range of com-
panies: (a) data scientists, (b) business owners, (c¢) model risk analysts, (d) regulators
and (e) consumers, characterizing them in a didactically clear way.

Concerns and experiences like those of these authors, stimulated the creation of the first
stage of MLOnto, adding the fact that another interested party, (f) the agents (as shown
in Figure 1), must follow the changes and the complexity of the knowledge domain that
populates the machine learning discipline.

The first stage of the construction of the MLOnto is manual and we considered the seven
main classes presented in Figure 3, whose details are discussed in the subsection below.

These seven classes were considered, for now, sufficient to describe the domain of
knowledge that encompasses the discipline of Machine Learning considered a branch of
Artificial Intelligence (AI).

3.1. The MLOnto Highest Level Classes

The main characteristics of these seven highest level classes are:

* Algorithms: A set of rules that precisely defines a sequence of operations, which
would include all computer programs, including programs that do not perform
numeric calculations.

» Applications: the action of putting something into operation.

* Dependencies: What are the prerequisites for solving an algorithm or problem
and what are the requirements for a tool to be executed.

* Dictionary: Acronyms, nicknames and phrases for which an interpretation is
required.

* Frameworks: A set of tools and associated utilities for solving and implement-
ing algorithms, problems or applications.
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Figure 3. The MLO highest level classes

* Involved: People or institutions that created and improved the available re-
sources to facilitate the use and application of Machine Learning.

* MLTypes: Usual classification of Machine Learning algorithms. Although, more
recently, the literature is adopting only three types of Machine Learning - (a)
Supervised Learning, (b) Unsupervised Learning, (c) Reinforcement Learning -
we are initially adopting two additional types, (d) AutoML, (e) Semi-Supervised
Learning (Figure 4).

¥ owl:Thing
-5 Algorithms

Applications

Dependencies

Dictionary

Frameworks

Involved
= MLTypes
s AutoML
----- Reinforcement_Learning
----- Semi-supervised_Learning
o Supervised_Learning
B Unsupervised_Learning

Figure 4. Machine Learning Types in MLOnto



4. The implementation structure

The resources available in Protégé will be used extensively, such as the Annotations
(Figure 5) that allow indicating the references and clarify or justify non-traditional
choices.

Annotations
rdfs:comment

Automated Machine Learning provides methods and processes to make Machine Learning available for non-Machine
Learning experts, to improve efficiency of Machine Learning and to accelerate research on Machine Learning.

rdfs:isDefinedBy
hitps:iiwww.automl.org/

Figure 5. Annotation implementation in Protégé

The contents added in Annotations are axioms and therefore react naturally under the
mechanisms of inference or search performed by humans or agents. Additionally, prop-
erties that can be included in Annotations are dynamic and can be added at the discre-
tion of the ontology administrator. The Figure 6 shows six properties added specifically
for MLOnto’s interests.

Annotation property hierarchy:

-
-

-l mlo:contributor
B mlo:GitHub
~ [ mlolicense
-8 mlo:LinkedIn
- mlo:Twitter
-l mlo:Website
owl:Dackwar
-l owl.deprecated
B owl:incompatibleWith
~ [l owl.priorVersion
-l owl:versioninfo
-l rdfs:comment
B rdfs:isDefinedBy
I rdfs:label
- rdfs:seeAlso

ompatibleWith

Figure 6. MLO especific Annotations properties

Protégé produces an OWL file that serves agents made by software, also. OWL serves
human beings, too, but the Protégé interface is better prepared to facilitate human under-
standing of ontology. For example, in Figure 7, a view centered on the Algorithms class
displays the branches graphically.

In addition, Protégé’s features include facilities that allow MLOnto, to debugging allow-
ing corrections and refinements to be made easily with the created ontology.

5. Future Work

The ontology is dynamic, as the knowledge of the Machine Learning domain is con-
stantly renewed. A mechanism is needed to ensure the systematic updating of MLOnto
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Figure 7. Partial graphic from the MLOnto with emphasis on the Algorithms class

in view of the Never-Ending Learner paradigm (MITCHELL et al., 2018). Specialized
languages in learning that never-ends, have been proposed for applications in large do-
mains, have been studied but can be thought of applying over restricted and very narrow
domains, such as in the SciPy tool facility updates (CARLSON et al., 2010) Also, we
must consider that the application referred to as Lifelong Machine Learning (LML),

considers systems that can learn many tasks from one or more domains over its lifetime
(SILVER; YANG:; LI, 2013)

It would be appropriate for issues related to ethics in the construction of algorithms and
the implementations that associate transparency, law and individual or group values of
human society to be incorporated and characterized in MLOnto (ARBIX, 2020).

It is necessary to advance research and efforts in automatic processes for building on-
tologies from unstructured bases, mainly, encouraging the continuity of similar projects,
which already exist (SHAMSFARD; BARFOROUSH, 2004). Additionally, along the
same lines and concerns, innovative research must be strongly considered (GUIZZARDI
et al., 2015).

There are many inference techniques available and it is necessary to research which ones
are most appropriate to the various ontologies and identify the respective applications.
Protégé has several inference mechanisms that make testing easy to identify the most
appropriate ones.

Ontology Evaluation is the problem of assessing a given ontology from the point of view
of a particular criterion of application, tipically in order to determine which of several
ontologies would best suit a particular purpose (BRANK; GROBELNIK; MLADENIC,
2005).

In the sequence, it is admitted the proposal to use the Ontop?, a popular open-source
Virtual Knowledge Graph (VKG) system that can expose heterogeneous data sources

Zhttps://ontop-vkg.org/guide/



as a unified knowledge graph (XIAO et al., 2020) (XIAO et al., 2019). Ontop has a
Protégé plug-in facility that will be very useful for SPARQL applications. Also, agents
of the A2RD who will benefit from the SKAU environment will have access to SPARQL
Ontop facilitating search and reasoning mechanisms (Figure 1).

Ontop, other facilities and resources can and should be checked for ontology alignment
or ontology marching, the process that takes two or more ontologies as input and outputs
a single ontology, where the similarities are adjusted accordingly. An intuitive view can
be seen in Figure 8, whose listed components are detailed at Ehrig (2007, Page 62).

Interation

Feature Search Step Similarity Similarity )

Engineering : Selection : Computation : Aggregation : L

O\ = '
{@l Input Output -/)@I

Figure 8. The input, output, and the six main steps involved in alignment process.
Adapted from (EHRIG, 2007)

A complementary text with a review of a number of techniques available and associated
with ontology alignment can be found at Ardjani, Bouchiha e Malki (2015).

6. Conclusions

An ontology like this, in the domain of Machine Learning is a practically endless task.
From a certain point on. the authors’ concerns are emphatic in the questions of quality
and reliability of the data that will be included. As an example it is worth mentioning the
choice to include the techniques and algorithms used in applications under the domain
of Internet Infrastructure. Our team considered that this task should be preceded by a
literature review (not necessarily a systematic literature review) with which would be
obtained the primary works that could confirm the additions to the current ontology.

The example given above, associated with the Internet Infrastructure, was made the
choice to include the machine learning applications over the Autonomous Systems
sub-domain, name given to the computer networks that represent, together, the Internet
(BRAGA, 2019b). Thus, it was a matter of doing a literature review (non-systematic) to
survey the primary studies that could produce the data and qualify them.

7. Data availability

The latest version of the MLOnto database generated by the current study is publicly
available on Open Science Foundation® (OSF) (BRAGA; REGATEIRO; DIAS, 2020).
Some metrics from MLOnto in Protégé is available in Figure 9. Content license: Cre-
ative Commons 4.0 BY.

8. Conlflicts of interest
The authors declare that there are no conflicting interests.
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Ontology metrics:

Metrics
Axiom 1877
Logical axiom count 1157
Declaration axioms count 496
Class count 433
Object property count 56
Data property count 1
Individual count 1
Annotation Property count 11

Figure 9. Some metrics from MLOnto in Protégé
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