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João Marcelo Uchôa de Alencar1 and Francisco Heron de Carvalho Junior2

1 Campus de Quixadá
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Abstract. Cloud computing offers virtually unlimited set of resources and flex-
ibility to allocate them through elasticity. But cloud limitations, such as the
complexity of configuration and environment dynamicity, may jeopardizes the
assurance of QoS requirements. HPC Shelf is a cloud of HPC services that
employs a component-oriented architecture to describe hardware and software
resources of parallel computing systems. We design a framework for HPC Shelf
that employ cloud elasticity concepts for keeping the values of QoS metrics of
parallel computing systems inside an acceptable range, enabling adaptations to
fulfill the QoS contract restrictions. In our evaluation, using a linear algebra
application, we show how HPC Shelf takes advantage of cloud elasticity to re-
inforce QoS requirements, rectifying assumptions from ill-defined QoS models.

1. Introduction
Complexity and heterogeneity are recurrent words in debates about today’s high-
performance computing (HPC) landscape. Clusters, grids, and clouds have increased
the possibilities of parallel computing infrastructures. Developers must write code that
exploit particularities of different types of systems, heterogeneous with respect to pro-
cessors, accelerators, memory hierarchies, and interconnections. In fact, they need fine
control over how the software uses hardware resources to achieve peak performance.

HPC Shelf [1] is an ongoing project that aims at reducing the complexity of
managing both hardware and software artifacts of heterogeneous HPC environments. It
employs component technology to represent these artifacts and encapsulates functional
and non-functional concerns by using the abstraction of a contextual contracts.

HPC Shelf has been extended with the specification of QoS (quality of service)
requirements of components through contextual contracts. A system component repre-
sents a pair of components: a computation and a virtual platform where the computation is
placed. The QoS requirements feed a ranking algorithm that classifies system components
according to their ability to fulfill the QoS requirements. HPC Shelf defines contracts us-
ing estimation functions provided by component developers and platform maintainers.

The main contribution reported in this paper is a framework that uses elasticity
to steer the execution towards contract fulfillment in the event of ill-defined requirements



and unpredictable behavior from cloud environments. It allows embedding the expression
of different scaling techniques to support a broad range of HPC applications.

The rest of the paper comprises other five sections. Section 2 discusses related
works. Section 3 details HPC Shelf and the use of contextual contracts augmented with
QoS requirements. Section 4 describes the framework for reconfiguration of HPC applica-
tions. Section 5 presents an experimental study to partially validate the artifact proposed
in this paper. Section 6 presents our conclusions and point to future works.

2. Related Works
McInnes et al introduce Computational Quality of Service (CQoS) with method adap-
tation [2] for CCA (Common Component Architecture) frameworks, where analysis in-
frastructure continuously monitors the executing computation. If the component does not
provide the required performance, it is replaced by another one with the same functional-
ity, but keeping unchanged the parallel computing infrastructure where it executes.

For GCM (Grid Component Model) [3], behavioral skeletons deserves attention.
They allow developers to define a hierarchy of components where each component has an
internal autonomic agent for reconfiguration of processes and threads. The user provides
requirements to the top-level element of the composition. Through filtering and delega-
tion, the distributed system changes its parallelism level for ensuring the QoS. As CQoS,
the focus is on adapting the software component, not the platform.

For elasticity in HPC, the basic alternative is dynamic resource management [4,
5, 6], where platform managers create virtual clusters in an IaaS cloud. The users submit
tasks or jobs in the same way they do for traditional supercomputers. However, instead of
a fixed set of processing nodes, the manager analyzes the submission queue and creates
only enough virtual nodes to satisfy the user requirements. A virtual cluster may expand
and shrink according to the current workload, not requiring to reconfigure tasks or jobs.

Other works allow developers to change the resources of the parallel computing
platform during execution [7, 8, 9]. For that, a runtime environment supports an API for
controlling the creation, removal, and reconfiguration of virtual nodes. Each program may
employ its own technique, and there is no native model for code reuse. Some works do
not require developer intervention, providing a single procedure for load balancing [10].

The existing solutions over a component-based architecture are restricted to soft-
ware adaptation. When the focus shifts to resource adaptation, there is no standard pro-
gramming model, and different applications may require different techniques. Since HPC
Shelf aims to support applications from several domains, it is necessary to provide ways
of reusing existing concepts and personalizing techniques for emerging scenarios.

3. HPC Shelf: Towards Cloud-Based HPC Services
HPC Shelf [1] is a component-oriented platform for deploying cloud computing applica-
tions that demand large-scale parallel computing infrastructures comprising a set of clus-
ters for executing solutions to computationally challenging problems specified by domain
specialists. HPC Shelf complies to the Hash component model [11]. For our purposes
in this paper, among the component kinds it supports, we are only interested in virtual
platforms, which represent distributed-memory parallel computers, and computations,
which implement parallel algorithms tuned for a class of virtual platforms.



Stakeholders In HPC Shelf, stakeholders with complementary interests act together
to provide HPC services to domain specialists, through applications. Applications are
supplied by providers, providing domain-specific high-level interfaces for problem spec-
ification, hiding parallel computing systems built of components to solve them. Computa-
tional components are developed by developers. They tend to be application-independent
in order to attend different providers. Finally, virtual platform components are supplied
by infrastructure maintainers, over computing infrastructures such as IaaS providers.

Architecture HPC Shelf comprises instances of three architecural elements: Front-
End, Core and Back-End. The Front-End is SAFe (Shelf Application Framework), from
which applications may be derived [1]. It is a SWfMS (Scientific Workflow Management
System) where worflows are described using SAFeSWL (SAFe Scientific Workflow Lan-
guage). The Core controls the life-cycle of components, as well as supporting the system
of contextual contracts described in the next section. Finally, a Back-End is a service
that manages a certain parallel computing infrastructure (e.g. IaaS clouds, on-premise
clusters, etc), over which it is responsible to instantiate and monitor virtual platforms.

3.1. Contractual QoS and Resolution Classification

The resolution of contextual contracts makes it possible the selection of components that
fullfill contractual requirements [12]. But which is the better choice in the list of selected
components ? This question has been responded by introducing quality criteria for clas-
sifying them, by adding QoS parameters to contextual contracts of HPC Shelf.

Norris et al [13] argue that CBHPC environments should deal with the perfor-
mance and accuracy of components for ensuring computational QoS (CQoS). Indeed,
performance is the execution time of a component for a given input, while accuracy as-
serts how close the solution obtained by a component is from the expected results. We
include efficiency, denoting the level of resource utilization, as another desired goal, such
as the load average of processing nodes in a cluster. Moreover, we include monetary cost
and power consumption, now relevant in the context of clouds. The former is the amount
of money that specialists must pay to maintainers for the resources they allocate during
execution, while the later measures, in kWh, the power consumption of these resources.

Developers are responsible to setup QoS parameters of computation components
in their contextual contracts since they know the programming language, algorithms and
data structures employed. For that, they may use estimation functions to calculate argu-
ments for each QoS parameter, from the arguments applied to the contextual parameters
that describe application requirements and platform features. However, the specification
of estimation functions is a difficult task. For performance requirements, analytical mod-
els are a way of studying the behavior of computations through equations that quantify the
amount of work done for each processing unit, memory access pattern, communication
load, and other metrics [14, 15]. Other approaches employ machine learning techniques
[16]. HPC Shelf only expects that estimation functions return arguments to QoS contex-
tual parameters of a given computational system contract (CSC), comprising contracts
for both the virtual platform (PC) and the computation components (CC). For instance,
the array QoS = [a, e, t, c, p] has values for accuracy, efficiency, execution time, cost and
power consumption, respectively, calculated through estimation functions.



Figure 1. Defining a list of candidate Computational Systems.

The developer is free to choose among analytical models, simulations, machine
learning techniques, etc. The estimate has to provide a guideline for adapting the execu-
tion of parallel computing systems to meet QoS requirements. If the application makes a
feasible choice of initial computational system, its adaptation to reach the QoS require-
ments is easier. That is the reason why a way of ranking components is necessary.

We define a particular approach for classifying candidate components that we will
use throughout this paper. Let CSCi[PCi, CCi]

i=1...n be the set of candidates returned
by the selection stage of resolution. Their estimation functions, specified by component
developers, are the arrays QoSi

i=1...n, respectively, further divided in two:

QoSmax
i = [ai, ei] and QoSmin

i = [ti, ci, pi]

QoSmax
i has a value for each QoS context parameter with additive subtyping (the

higher value, the better), whereas QoSmin
i has a value for that ones with subtractive

subtyping (the lower value, the better). Let max(x) and min(y), for x ∈ {a, e} and
y ∈ {t, c, p}, the maximum and minimum value for each QoS context parameter, either
direct or inverse. We can normalize the array valuations by:

QoSmax
i = [

ai −min(a)

max(a)−min(a)
,

ei −min(e)

max(e)−min(e)
]

QoSmin
i = [

ti −min(t)

max(t)−min(t)
,

ci −min(c)

max(c)−min(c)
,

pi −min(p)

max(p)−min(p)
]

Application providers may inform two arrays for each parallel computing system,
setting up the weight of each QoS parameter in classification, in such a way they may
customize the classification policy according to their requirements.



Wmax = [wa, we], wa + we = 1 and Wmin = [wt, wc, wp], wt + wc + wp = 1

So, the ranking value for each system CSCi[PCi, CCi] is:

Ri = (wa ∗ ai + we ∗ ei) + (1− (wt ∗ ti + wc ∗ ci + wp ∗ pi))

The candidates are sorted according toRi
i=1...n, so that the application choose the

first candidate in the ranking. As an example of the proposed ranking method, consider
three candidate components with the following QoS contracts:

QoSmin
0 = [0.7, 0.8], QoSmax

0 = [1600, 10, 3];QoSmin
1 = [0.9, 0.9], QoSmax

1 = [1800, 6, 4];

QoSmin
2 = [0.9, 0.7], QoSmax

2 = [1500, 15, 5]

By normalizing the array valuations, we have:

QoS0max = [0, 0.5], QoS0min = [0.34, 0.45, 0];QoS1max = [1, 1], QoS1min = [1, 0, 0.5];

QoS2max = [1, 0], QoS2min = [0, 1, 1]

If an application applies W = [0.7, 0.3, 0.8, 0.1, 0.1], prioritizing accuracy and
execution time, R0 = 0.84, R1 = 1.15, R2 = 1.50. The candidate with highest ranking
value (CSC2) has the best accuracy (0.9) and lowest estimated execution time (1500s).

4. A Framework for Elastic Reconfiguration in HPC Shelf
When the instantiation of a computation component is triggered in a parallel computing
system, its contextual contract must have been previously resolved, as well as its host vir-
tual platform, since virtual platforms must be instantiated before the computations they
host. SAFe instantiates components through the Core’s services. In the case of virtual
platforms, the Core invokes the Backend service of its maintainer. In turn, for instantiat-
ing computations, the Core invokes the services of their host virtual platforms.

For application providers, the execution of a component must comply with the
QoS requirements of its contextual contract. However, the dynamicity of modern infras-
tructures may impose restrictions for this. For instance, for a virtual platform over a IaaS
cloud, interference may arise due to multitenancy [17]. Despite the nodes of the virtual
platform may be started with exclusive use of a host machine, another virtual machine of
a different application may be allocated to the same machine further. The sharing of the
memory bus, network, and caches may constitute bottlenecks that may jeopardize QoS
parameters. Although commercial IaaS clouds now offer dedicated servers aimed at HPC
[18], many users do not have money to pay for them. Also, many institutional built private
clouds with open source solutions that are not optimized for HPC [19].

Imprecise estimation functions provided by developers and maintainers may also
jeopardize the fulfillment of QoS requirements, since desired QoS values may not be
achieved through the initial set of resources allocated. In this paper, we are interested



Figure 2. Elastic System Component Architecture

in designing an automated adjustment mechanism to fulfill QoS requirements, where the
original contracts of components guide reconfiguration. For that, we introduce a notion
of elasticity to component-oriented parallel computing, meaning the ability to reconfigure
virtual platforms and computations by adding or removing resources they employ.

For elasticity, we introduce elastic contextual contracts, in opposite to rigid ones,
supporting numerical range qualifiers. They make it possible to specify a range of accept-
able arguments for a numerically valued parameter of a contextual signature. For example,
consider an illustrative contract for a virtual platform supported by a maintainer:

CLUSTER

[
number of nodes = [24-48],
node = XEON[model type = XEON2650, cores per node = [2-8], memory size = [16-32]]

]
With a range qualifier typing the contextual parameter number of nodes, instead

of fixing the number of nodes of a virtual platform, the maintainer provides a range
[24, 48], specifying minimum and a maximum limits. The Core may instantiate the vir-
tual platform with any number of nodes in the range and vary it during the execution,
between 24 and 48, in order to fulfill QoS requirements. This is an example of horizontal
elasticity. For vertical elasticity, the maintainer also supply ranges for memory size and
cores per node, varying the amount of memory and number of cores in each node.

4.1. Elastic System Components

Feitelson and Rudolph have proposed a taxonomy for parallel tasks, where they can be
classified in ridig, moldable, malleable and evolutive [20]. HPC Shelf already supports
both ridig and moldable computation components, so that they may be statically adapted
to the resources of the target (non-elastic) virtual platform. This is the usual approach in
parallel programming for cluster computing. In this paper, we define a notion of elastic
system component through a pair of a malleable computation component and an evolutive
virtual platform. An elastic system component allows dynamic adjustments in the set
of resources employed by virtual platforms. For example, changing its number of nodes
and, consequently, the number of units of hosted computation components. The evolu-
tive virtual platform decides when to apply a reconfiguration from the state of hosted
computations and the underlying infrastructure, expecting that the malleable computation
component reacts by adjusting itself to the new resource set, when necessary.

Figure 2 depicts the architecture of an elastic system component. When the Core
instantiates a computation, it retrieves the initial set of resources from the allocation port
of the virtual platform, by looking at elastic contextual arguments. Such a resource set



may describe, for example, the number of available nodes along with their hostnames, the
number of cores per node, and the amount of memory per node, and so on. The resolu-
tion algorithm ensures that the computation component is compatible with the available
resource set. The virtual platform starts an inner reconfiguration component that runs the
four phases of the MAPE loop [21]: monitoring, analysis, planning, and execution.

The computation component provides two ports to the virtual platform: monitor-
ing and reconfiguration. From the monitoring port, the virtual platform may query sensor
variables continuously updated by the computation for assisting reconfiguration decisions.
From the reconfiguration port, the platform may trigger adaptations in the computation.

There is a sensor variable for returning a measure of the current solution accuracy.
It is heavily reliant on the algorithm implemented by the computation. It may have no
meaning, like in exact numerical algorithms. However, for approximation algorithms, the
developer may create mechanisms to update this variable. We define it has a value in
the interval [0.0, 1.0], whose update is decided by the developer. If the actual accuracy is
below the threshold specified in the QoS contract, the virtual platform may provide more
resources to the computation (scale-up elasticity). In turn, if the accuracy is above the
threshold, the virtual platform may reclaim resources from the computation (scale down
elasticity) in order to minimize costs, energy consumption, among other reasons.

Another sensor variable may measure progress, updated at each step the computa-
tion completes. For example, if the computation must process N data items, it is updated
to the number of items it has processes over N at each processed item. As the accuracy
sensor, the progress is in the range [0.0, ..., 1.0] whose update is decided by the developer.

4.2. Reconfiguration Phases
During the analysis phase, the MAPE loop estimates execution time from the value of the
progress variable and the known startup time of the computation. If the execution time is
above the contractual threshold, it may be necessary to scale up resources. However, in
certain circumstances, due to the scalability characteristics of the parallel algorithm being
executed, scaling down may be the best choice. The predicted termination time and the
current resource set allow measuring estimated cost and power consumption, which HPC
Shelf may also use for reconfiguration decisions according to cost contextual arguments.

Along with the computation state, the MAPE loop retrieves the resource state. For
that, the virtual platform queries each node for its average load in the last minute. The
efficiency of the resource set is the sum of the load average from each machine over the
total number of cores. If the efficiency is below the contractual threshold, nodes may be
released to increase utilization. If it is above, nodes may be added to decrease utilization.

The reconfiguration procedure taken to fulfill the requirements of a given QoS
parameter may affect the fulfillment of others. For example, for embarrassingly parallel
computations, the execution time may be reduced by employing more resources, thus
increasing costs. The first step to deal with conflicting goals in the planning phase is to
sort out values that are within an acceptable range. For that, QoS contracts have an α value
in [0, 1]. If an argument to a QoS parameter is inside [(1 − α) ∗ QoS[parameter], (1 +
α)∗QoS[parameter]], then it cannot guide the reconfiguration. If all the parameters have
arguments within the acceptable range, the loop proceeds. Otherwise, in the second step,
HPC Shelf decides which parameter to choose according to the weight arrays given in



Section 3.1. The virtual platform computes the difference between the predicted argument
for each parameter and its requirement of the QoS contract and divides it by the contract
value. Then, its absolute value is multiplied by the weight value of this parameter. The
parameter with the highest value will guide the reconfiguration. This approach does not
eliminate conflicts but ensures prioritization of QoS requirements of the provider.

In the planning phase, the reconfiguration exhausts the possibility of vertical elas-
ticity, before it proceeds to horizontal elasticity. Resources are added or removed in units.
For example, cores are added or transferred to the nodes in the resource set at the rate of
one core per reconfiguration. If the decision procedure reaches the limits of the contract,
then horizontal elasticity adds or removes nodes, also at the rate of one per reconfigura-
tion. If it reaches the boundaries of the agreement again, HPC Shelf emits a warning to
the provider, but the execution will proceed unless the application decides to cancel it.

For the execution phase, the virtual platform sends a new resource set to the com-
putation component through an actuator method when it decides to perform a reconfigu-
ration. This new resource set may differ from the previous one regarding the number of
cores per node (vertical elasticity) or node count (horizontal elasticity). Developers will-
ing to support malleable reconfiguration of their computations must create components
that support reconfiguration through the actuator method.

5. Experimental Evaluation
As a small-scale case study, we demonstrate how the elasticity framework propose in this
paper may horizontally reconfigure an elastic system component.

5.1. Environment Setup
The computation component we have developed has a user service port through which it
takes a list of square matrix pairs. Then, it multiplies the matrices of each pair, and returns
a list of files containing the resulting matrices through another operation of the same port.
The order of each matrix pair may vary. For example, the input list[

(A0, B0)1000×1000 , (A1, B1)2000×2000 , (A2, B2)1500×1500

]
causes three multiplications of matrices of orders 1000, 2000 e 1500, respectively. So, the
output is [File0, F ile1, F ile2], a list of files with matrices of the same orders.

The computation component may return the progress of the execution. Internally,
it is an MPI program. In each multiplication A × B, the root unit scatters the lines of A
and the corresponding columns ofB across the worker units. Then, each worker performs
a partial multiplication. Finally, the root gathers the results in the output file.

We have employed the Python language with OpenMPI 1.10.2 (mpi4py) and the
numpy package for matrix calculation. Also, we have used an OpenStack-based cluster
as a parallel computing platform, with six physical servers as compute nodes. Each node
has two Intel Xeon CPU E5-2650 v3 2.30GHz, with a total os 20 cores and 64GB of
memory. The network that interconnects nodes was Gigabit Ethernet. The OpenStack
version was Liberty, with KVM as virtualization technology.

Since KVM does not support vertical elasticity, only horizontal elasticity is con-
sidered. In order to retain granularity control, we have used a virtual machine with two
cores and 4GB of RAM, running the Ubuntu Server, version 16.04.02 LTS.



Table 1. Computational Component Behavior without Reconfiguration.

VMs Matrix Size Elapse Load Cost
2 5000 1131.11 1.75 2264.22
2 10000 7565.08 1.93 15130.17
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Figure 3. System Behavior without Reconfiguration.

5.2. System Behavior without Reconfiguration

We have submitted lists of twenty dense floating point matrices for multiplication, varying
the number of nodes of the virtual platform and the order of the matrices. The system de-
ploys the virtual machines in a round-robin manner among the servers. Table 1 shows the
results for elapsed time, average load (efficiency) per node, and total cost. We do not take
accuracy into account, since the algorithm has fixed precision and power consumption.
However, as explained in Section 4.1, power consumption and cost are proportional to the
number of nodes, so that we may infer the energy requirements from the price value.

Figure 3 depicts an execution with two VMs and twenty dense matrix multiplica-
tions with an order of 5000. The typical execution scenario is the same we have used to
provide the data in Table 1, with one VM per server. We have made such a change for cre-
ating interference in one of the physical servers to simulate the effects of multi-tenancy.
During the execution of the same workload, we have created a platform with ten VMs
restricted to one of the servers, colocated to an existing VM from the original platform,
overloading the server, with an impact on the execution of the computational component.
The interference increases the execution time from 1132s to 1675s.

We have also simulated ill-defined QoS contracts by creating an input list with ma-
trices of different orders. Such a scenario employs a list where the first and last five matrix
pairs have the order 5000, but from the sixth to the tenth pair, the size grows from 6000
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Figure 4. System Behavior with Reconfiguration and Execution Time Priority.

to 10000, decreasing after that by 1000 until reaching 6000 again. Figure 3 shows that
this Variable Load scenario is more costly than the Interference one, reaching 2670s,
because multiplying matrices of order 10000 with 2 VMs causes memory paging.

5.3. System Behavior with Reconfiguration

In order to demonstrate how HPC Shelf may reconfigure virtual platforms and compu-
tation components, we define a QoS contract that requires a execution time of 1132s, an
efficiency of 1.75 and a cost (in a hypothetical monetary unit) of $2264, with priority
weights of 0.8, 0.1 and 0.1, respectively. The reconfiguration system was configured with
a monitoring interval of 10s, a reconfiguration interval of 60s, and an α of 0.1.

The expected values come from initial results of the execution without reconfig-
uration for 2 VMs and twenty matrices of order 5000, giving much higher priority to
execution time. It is noteworthy that the system does not make assumptions about the
scenario (Interference or Variable Load). It is only concerned with contract fulfillment.

Figure 4 shows that while not reaching the exact values required by the contract,
the reconfiguration algorithm steers the system towards them. Without reconfiguration,
the execution time for the interference scenario is 1675s. With reconfiguration, the com-
putation finishes around 1288s, closer to the 1132s imposed by the contract. The same
happens for the variable load scenario since more virtual machines available implies in
more free memory. In such a case, the time decreases from 2670s to 1610s.

The downside of reconfiguration is at the bottom of Figure 4. For ensure a proper
execution time, the reconfiguration system allocates new virtual machines, increasing the
cost. The Interference scenario reaches an expense of $5762 while the Variable Load
one reaches a peak of $15346. Unfortunately, these values are much higher than the
contract value of $2264, due to the priority given to execution time.



6. Conclusion and Future Works
In this paper, we propose a reconfiguration system aimed at ensuring that QoS require-
ments of applications, specified in contracts, are satisfied during execution of parallel
computing systems they create, deploy and execute. It is implemented on top of HPC
Shelf, a platform of HPC services in cloud. Instead of just swapping software compo-
nents, like other related systems, our system delegates reconfiguration decisions to virtual
platforms where they are placed, also viewed as components, in order to form an elastic
notion of system component, comprising an evolutive virtual platform and a malleable
computation component.

Unlike other elasticity solutions for HPC, the architecture of our proposal is highly
concerned with separation of concerns, so that the stakeholders around an HPC Shelf-
based environment (specialists, providers, developers and maintainers) know precisely
their roles in reconfiguration support. It is also noteworthy that the proposed system may
be adapted to other component-based platforms, since it does not make strong assump-
tions about HPC Shelf abstractions on top of which it has been firstly conceived.

For future work, we want to expand the evaluation with broader and larger scale
scenarios, considering different sets of priorities. We also want to explore more realistic
case studies, such as components that implement approximation methods, where accuracy
varies by resource set. Finally, we intend to support evolutive computation components,
where the computation is also involved in reconfiguration decisions.
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