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Abstract—This paper presents an analytical study comparing
different filtering techniques applied to a Convolutional Neural
Network (CNN) for coffee bean classification. The results demon-
strated that the CLAHE (Contrast Limited Adaptive Histogram
Equalization) filter achieved the highest performance, with an
accuracy of 0.8875 on the test set. The findings indicate that
applying filtering techniques can enhance the performance of
the ResNet18 network. CLAHE’s effectiveness is attributed to its
ability to improve image details and contrast, leading to superior
classification results. This study underscores the potential of
advanced filtering methods to boost CNN performance in image
classification tasks.

Index Terms—wavelet, clahe, resnetl8, coffee bean, CNN

I. INTRODUCAO

O mercado de café no Brasil € um dos mais importantes e
influentes no mundo, sendo o maior exportador de café glob-
almente. Gragas ao clima e solo favoravel, o Brasil, mesmo
com oscilacdes nas condi¢des climdticas, sempre representa
uma parte significativa da oferta de mercado, com o ano de
2022 gerando uma receita de exportacao de mais de 50 bilhdes
de reais [2].

Apesar do clima e solos favoraveis, o café esta suscetivel
a vdrias doencas causadas por vermes, fungos e bactérias,
além de estresses abidticos, como geada, seca, e estresse por
nutrientes, que alteram a qualidade do produto final [3]] e que
até hoje, em muitos casos, a qualidade do grdo de café ¢é
identificada de forma manual, assim, com uma baixa precisao.
Além disso, hd o limite humano, um fator limitante para o
nimero de grdos a serem analisados.

Com o desenvolvimento das tecnologias de inteligéncia
artificial, é possivel criar novas formas para a andlise dos grios
de café, que podem ser uma grande ferramenta, principalmente
para os produtores, como foi o trabalho de [4], usando
deep learning, foi criado um aplicativo de celular para essa
identifica¢do, contribuindo para muitos agricultores. Assim, as
fazendas terdo um método com menos custo e mais eficiente.

No campo da inteligéncia artificial, as redes neurais sdo
modelos computacionais inspirados no cortéx visual de seres
vivos e tem tido grande avanco no uso de redes neurais
artificiais [5]. Para o projeto de andlise de qualidade de grios
de café, usamos as redes neurais convolucionais, um tipo
de arquitetura de rede neural projetada para processar dados
como imagens. Elas sdo amplamente utilizadas em tarefas

de visdo computacional, como reconhecimento de objetos,
classificacdo, detecgdo de padrdes e segmentacdo de imagens
(6]

O café é uma das maiores commodities mais consumidas
no mundo, com cada vez mais demanda por alta qualidade.
O cheiro, forma e tamanho dos graos sdo de importancia para
a qualidade e valor no mercado. Geralmente o processo de
andlise dos grios € feito por seres humanos, que além de um
bom tempo de estudos e experiéncia, ainda d4 abertura para
qualquer tipo de erro, além da velocidade da andlise, onde um
sistema seria mais rdpido, sem pausas € com mais precisao
[7].

O objetivo deste projeto € desenvolver testes para a
classificacdo de grdos de café utilizando redes neurais, como
Resnetl8 [12], aplicando técnicas de filtragem Wavelet e
CLAHE. Com a implementacdo dessas metodologias, bus-
camos aprimorar a acurdcia e a precisdo do processo de
classificacdo dos graos. Esperamos que os resultados obtenham
beneficios para os agricultores e inspirem novas pesquisas e
avancos na area de andlise da qualidade do café.

II. REFERENCIAL TEORICO
A. Grdos de café

Cada tipo de griio de café possui caracteristicas Unicas de
forma, textura e cor, que variam de acordo com o método de
torra utilizado, além de apresentar um sabor caracteristico [[8].
Neste artigo, o foco serd nos graos de café Arabica, que podem
ser classificados em diferentes categorias, como ilustrado na
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Fig. 1. Exemplo das classes de graos de café (Feito pelo autor).



1) Graos de Café Premium: Os graos premium sdo geral-
mente de cor verde-azulada. Além disso, os graos premium
tendem a ser mais arredondados e de maior tamanho, o que é
um indicativo de um processamento adequado e criterioso [§].

2) Grdos de Café Defeituosos: Em contraste, os graos de-
feituosos sdo aqueles que apresentam falhas no processamento
ou que foram danificados por animais ou insetos. Esses grios
podem ser facilmente identificados pela sua forma irregular,
quebradiga, oca e de tamanho desigual [8]. As imperfeicoes
nos graos defeituosos nio apenas afetam a aparéncia visual,
mas também comprometem a qualidade do café produzido,
impactando negativamente o sabor e aroma do produto final.

B. Deep Learning

O deep learning (aprendizado profundo) é uma subcategoria
do aprendizado de mdquina, caracterizada pelo uso de redes
neurais artificiais com multiplas camadas de unidades de pro-
cessamento interconectadas, chamadas de neurOnios artificiais.
Diferentemente dos métodos tradicionais, o deep learning
aprende representacdes complexas dos dados em varios niveis
de abstracdo sem a necessidade de engenharia manual de car-
acteristicas. O treinamento de um modelo envolve a otimizacio
dos pesos das conexdes entre neurdnios para que ele aprenda
a tomar decisdes com base nos dados de entrada [3].

1) Redes Neurais Convolucionais (CNN): As redes neurais
convolucionais (CNNs) sd@o uma arquitetura de deep learn-
ing especialmente eficaz para dados estruturados em forma
de grade, como imagens. Inspiradas no cértex visual, onde
diferentes neurdnios reagem a estimulos visuais especificos,
as CNNs processam padrdes visuais em vdrios niveis, como
bordas e texturas, sendo amplamente utilizadas em reconhec-
imento de objetos e classificacdo de imagens [5].

As CNNs tém demonstrado resultados notdveis em visdo
computacional, com um processo de extracdo que comeca
identificando caracteristicas simples em camadas iniciais e
combinando-as em padrdes mais complexos nas camadas
intermedidrias e finais, que entdo sdo processadas para permitir
a classificagdo final dos objetos [6]].

2) Arquitetura Geral: A estrutura de uma CNN é composta
por vdarias camadas que desempenham fungdes especificas:
entrada, extragdo de caracteristicas e classificacdo. Inicial-
mente, os dados de entrada, como uma imagem, passam por
camadas convolucionais que aplicam filtros (ou kernels) para
detectar padrdes visuais, seguidos de camadas de pooling
que reduzem a dimensionalidade, mantendo as informacdes
mais relevantes, como mostrado na Figura Q Por fim, as
caracterfisticas extraidas sdo achatadas em um vetor 1D pela
camada flatten e passadas a uma rede totalmente conectada
para a classificacdo final dos dados processados.

3) Camadas Convolucionais: As camadas convolucionais,
essenciais na extragdo de caracteristicas, utilizam filtros para
detectar padrdes especificos em regides da imagem de entrada.
Cada filtro possui um tamanho especifico (ex.: 3x3, 5x5) e
gera um mapa de caracteristicas que representa um aspecto
distinto da imagem, como bordas ou texturas. Os parimetros
de configuracdo, como o stride (passo de deslocamento) e o
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Fig. 2. Exemplo de uma arquitetura de Redes Neurais Convolucionais [16].

padding (preenchimento nas bordas), afetam o tamanho da
saida da convolugao, controlando a quantidade de informacgao
espacial preservada [3].

4) Camadas de Pooling: As camadas de pooling t€m como
objetivo reduzir a quantidade de parametros e a complexidade
computacional da rede. Um exemplo comum € o max pooling,
que considera o valor maximo em uma regido especifica (ex.:
2x2) do mapa de caracteristicas, como mostrado na Figura
Bl Outro tipo é o average pooling, que calcula a média dos
valores na mesma regido, 1til em situacdes que priorizam uma
andlise mais abrangente dos padrdes da imagem [3].

Max Pooling 2x2 9

e

Fig. 3. Exemplo de um Max Pooling (Feito pelo autor).

5) Camadas Totalmente Conectadas e Classificacdo: Ao
final da rede convolucional, os mapas de ativagdo (ou carac-
teristicas) s@o achatados em um vetor 1D e passados a uma
rede totalmente conectada para a classificacdo final. Diferente
das camadas convolucionais e de pooling, a MLP conecta
cada neur6nio da camada anterior a cada neur6nio da préxima
camada, permitindo aprender representacdes mais complexas
dos dados. Essas camadas geralmente sdo usadas para realizar
a decisdo final sobre a classe do objeto detectado [5].

C. Filtragem CLAHE

O CLAHE (Contrast Limited Adaptive Histogram Equal-
ization) é uma técnica de aprimoramento de contraste usada
em processamento de imagem, que ajusta o contraste da
imagem através da equalizacdo adaptativa do histograma [T].
O CLAHE limita a amplificacio do contraste para evitar
que o ruido da imagem seja excessivamente ampliado, o
que é especialmente util em imagens com dreas de contraste
muito baixo. Essa técnica € aplicada em pequenas regides
da imagem, chamadas de files, e as imagens resultantes siao



combinadas utilizando a interpolac¢do bilinear, garantindo uma
transicdo suave entre as regioes []1].

III. TRABALHOS RELACIONADOS

O estudo de [9] avaliou a qualidade de café ardbica
utilizando métodos baseados em CNNs. Um dos métodos
focou na andlise da coloracdo dos graos, demonstrando que
essa € uma caracteristica importante para a avaliacdo do
café, identificando padrdes para diferentes classes. A base
de dados, criada pelos autores, contém 480 imagens de alta
resolucdo (4928x3264), que passaram por um processo de
corte, reduzindo a resolucdo para 678x678 para diminuir
o processamento necessdrio. A CNN utilizada obteve uma
acuracia de 81%. Os autores indicaram um plano de imple-
mentar inteligéncia artificial para auxiliar no reconhecimento
da qualidade dos graos de café em produgdo.

O trabalho de [|10]] centrou-se na identificagdo e classificacio
de doencas em plantas de café, também utilizando CNNs.
Como diferencial, os autores utilizaram técnicas de aumento
da base de dados, sistema multitarefa para estimar a gravidade
das doengas, e compararam vdarios modelos de deep learning.
O modelo ResNet [|12]] demonstrou o melhor desempenho, com
uma acuracia de 95,24% ao usar métodos multitarefa.

Em [4], os autores propuseram um aplicativo para dispos-
itivos moveis, utilizando principalmente as arquiteturas UNet
[14] e PSPNet [[15]. O objetivo foi desenvolver um sistema de
segmentacdo e classificacdo de lesdes em folhas de café para
estimar a gravidade do estresse causado por agentes bidticos.
O método de segmentacdo semintica permitiu identificar e
delimitar as lesdes nas folhas, e a classificagdo dos sintomas
possibilitou a identificacdo do tipo de estresse bidtico. O
aplicativo, desenvolvido para Android, fornece uma ferramenta
prética para especialistas e agricultores monitorarem o estresse
bidtico nas plantas de café.

No estudo [[11]], foi proposta uma abordagem de deep learn-
ing com etapas de pré-processamento de imagem, extragdo de
caracteristicas e classificacdo. Foram utilizadas as arquiteturas
GoogleNet e ResNet, com uma técnica de filtragem gaussiana
para aumentar o banco de dados. As caracteristicas extraidas
foram entdo classificadas usando Perceptrons de Miltiplas
Camadas (MLPs) e classificadores de conjunto. O modelo
alcancou uma precisao de teste de 99,08%, superando outros
classificadores.

O trabalho de [7] propds um modelo de machine learning
para deteccio de grios defeituosos, visando melhorar a qual-
idade do café. Os autores utilizaram a técnica de knowledge
distillation (KD), que transfere o aprendizado de um modelo
mais complexo para um modelo mais simples, tornando-
o mais leve. Embora o progresso do deep learning tenha
sido significativo nos dltimos anos, o estudo ndo apresentou
confiabilidade suficiente. No entanto, o modelo foi capaz de
classificar com precisdo a qualidade dos graos, proporcionando
uma maneira de acesso facilitado a esse tipo de avaliagdo.

O artigo [[13]] desenvolveu um algoritmo de deep learning
para detectar graos defeituosos antes da torrefacdo, visando

uma sele¢do de graos de alta qualidade. Atualmente, a maio-
ria das andlises € realizada de forma manual, o que pode
gerar resultados inconsistentes. A base de dados com 3621
amostras foi criada pelos préprios autores. O modelo, baseado
na arquitetura AlexNet, foi desenvolvido em quatro fases:
processamento de imagem, construcdo do modelo, avaliacdo e
modificacdo do modelo. O estudo concluiu que o modelo ap-
resentou uma precisao de 95,1% para detecgdo e classificacao
de grios defeituosos, com acuricia de 100% ao focar ape-
nas na detecgdo. Esse trabalho mostra grande potencial para
automacao na industria de café.

IV. METODOLOGIA

A metodologia adotada envolve a preparacdo e tratamento
do banco de dados, com foco no aprimoramento das imagens
e na correta distribui¢cdo dos dados para garantir a eficicia do
treinamento do modelo e técnicas de pré-processamento, como
ilustrado na Figura [4] enquanto o desempenho do modelo foi
avaliado através de métricas adequadas.
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Fig. 4. Diagrama geral da Metodologia (Feito pelo autor).

A. Banco de dados

Neste estudo, utilizamos o banco de dados publico USK-
COFFEE, que disponibiliza imagens com resolucdo de
256x256 pixels. As classes trabalhadas sao defect e premium,
com cada classe contendo 2.000 imagens de graos de café em
formato PNG e codificacio RGB.

B. Pré-processamento de imagens

A etapa de pré-processamento das imagens envolveu a
aplicacdo de um recorte de imagem, retirando o fundo da
imagem, como ilustrado na Figura [5] e de diferentes filtros
a base de dados, com o objetivo de melhorar o desempenho
do modelo. Para entender o impacto de cada tipo de filtragem
no comportamento do modelo, foram testadas diversas abor-
dagens, incluindo a filtragem wavelet, a filtragem de clahe, e
o uso das imagens originais, sem nenhum tipo de filtragem.



Essa andlise comparativa permitiu avaliar como cada técnica
de pré-processamento influencia os resultados, contribuindo
para a otimiza¢do do desempenho do modelo.
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Fig. 5. Recorte de imagens em um grio de café (Feito pelo autor).

1) Filtragem Wavelet: A transformada Wavelet é uma
técnica matematica usada para decompor sinais, como ima-
gens, em componentes de diferentes frequéncias. Em processa-
mento de imagens, ela permite analisar e processar detalhes em
varias escalas, capturando tanto caracteristicas globais quanto
locais da imagem [17]]. Essa abordagem ¢é especialmente util
para capturar variagdes sutis na superficie dos grios que
podem ser indicativas de sua qualidade, como podemos notar
na Figura [f]

' '
IMAGEM EM
ESCALA CINZA

IMAGEM COM
FILTRAGEM WAVELET

IMAGEM ORIGINAL

Fig. 6. Uso da Filtragem Wavelet em um grdo de café (Feito pelo autor).

2) Filtragem CLAHE: Para este projeto, o uso da filtragem
CLAHE visa melhorar a qualidade visual das imagens de
entrada, destacando caracteristicas texturais importantes que
podem ser essenciais para a diferenciacdo entre grios de
qualidade variada, como podemos observar na Figura [/} Ao
melhorar a visibilidade dos detalhes na imagem, o CLAHE
pode potencialmente facilitar o trabalho da rede neural em
aprender padrdes relevantes.

IMAGEM ORIGINAL
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Fig. 7. Uso da Filtragem Clahe em um grdo de café (Feito pelo autor).

C. Distribuicdo do banco de dados

Para a realizagdo dos experimentos, o banco de dados foi
divido da seguinte forma: 60% foram utilizadas para treina-
mento, 20% para teste e 20% para validagdo, como ilustrado
na Figura[8] com intuito de validar a generalizagdo do modelo
da melhor maneira.
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Fig. 8. Distribuicdo do banco de dados (Feito pelo autor).

D. Meétricas de Avaliagdo

A acurdcia na valida¢do foi usada para escolher o melhor
conjunto de hiperparametros durante a otimizacdo. Para avaliar
o modelo final, consideramos o Fl-score nos conjuntos de
validacdo e teste. Comparar esses indices entre a validacdo e
o teste nos ajuda a entender a capacidade do modelo de aplicar
o que aprendeu durante o treinamento em novos dados.

Acuracia: Medida que reflete a propor¢do de previsdes
corretas em relagio ao total de previsdes feitas. E calculada
considerando tanto verdadeiros positivos (TP) quanto ver-
dadeiros negativos (TN) [[18].

TP+TN
TP+TN+FP+FN
Precisao: Mede a propor¢do de previsdes positivas corretas
em relagdo ao total de previsdes positivas feitas. E util para
entender a eficidcia do modelo ao classificar exemplos como
positivos [18]].

Acuracia =

TP

Precisio = ——
recisao TP 1 FP

F1-Score: E a média da precisdo e da sensibilidade. Essa
métrica é valiosa em casos de classes desbalanceadas, pois
oferece um tunico valor que considera tanto falsos positivos

(FP) quanto falsos negativos (FN) [18]].

2.-TP
2.-TP+FP+FN
V. AMBIENTE DE HARDWARE

F1-Score =

Os experimentos foram realizados em um PC equipado
com um processador Ryzen 5 5500 3.6 GHz e 32 GB de
RAM, rodando Windows 10 PRO, e equipado com uma GPU
NVIDIA RTX 2060. Os experimentos foram desenvolvidos
utilizando Python 3.8, PyTorch 2.3, torchvision 0.18 com
CUDA Toolkit 11.8.



VI. RESULTADOS

Nesta secdo, discutimos os resultados obtidos a partir das
diferentes abordagens para pré-processamento de imagens e
aplicacdo de técnicas de deep learning. Testamos trés métodos
principais: conversdo para escala de cinza, aplicacdo do filtro
CLAHE e utilizagdo de Wavelets. A seguir, apresentamos e
comparamos os resultados.

A. Resultados com CLAHE

Na primeira abordagem, aplicamos o filtro CLAHE para
melhorar o contraste das imagens, especialmente em regides
de baixa iluminagdo. O modelo treinado com estas imagens
obteve uma acurdcia de 0.9038 na validacdo e 0.8875 no teste.
A Loss no conjunto de validagdo foi de 0.3411, indicando
uma boa adapta¢do do modelo aos dados. O melhor F1-Score
obtido foi 0.8130. Na Figura [9] a matriz de confusdo mostra
que a filtragem CLAHE permitiu uma boa generalizacdo para
a classe defect, aumentando os verdadeiros negativos (TN).
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Fig. 9. Matriz de confusdo CLAHE (Feito pelo autor).

B. Resultados Escala de Cinza

A segunda abordagem converteu as imagens para es-
cala de cinza e aplicou recorte antes do treinamento. Essa
técnica reduziu a complexidade das imagens, mantendo apenas
informagoes de intensidade. O modelo alcancou uma acuricia
de 0.8863 na validacdo e 0.8525 no teste, mostrando uma boa
generalizagio para os dados de teste (Figura [I0). O melhor
F1-Score foi de 0.8517, com bom equilibrio entre Precisdo e
Recall. A Loss foi de 0.5037, sugerindo que a performance
poderia ser melhorada.

C. Resultados com Wavelet

A terceira abordagem utilizou o filtro Wavelet com a familia
dbl, oferecendo uma andlise mais detalhada dos padrdes das
imagens. O modelo alcancou uma acuricia de 0.8765 na
validag@o e 0.7688 no teste, menor que as outras abordagens.
A Loss foi a mais alta, 0.6284, indicando maior dificuldade de
adaptagdo. O F1-Score também foi inferior, 0.7931, mostrando
um desequilibrio entre precisao e recall. A matriz de confusio
na Figura [T1] ilustra este desempenho.
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Fig. 10. Matriz de confusdo Escala de Cinza (Feito pelo autor).
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Fig. 11. Matriz de confusdo Wavelet (Feito pelo autor).

D. Comparacdo Geral dos Resultados

A Tabela [[]compara as métricas das trés abordagens com os
resultados do estudo de [I]. Notamos que a técnica CLAHE
obteve a melhor acurécia no teste e na validacdo, destacando-
se como a abordagem mais eficaz para esta base de dados.
Entretanto, a escala de cinza apresentou o maior F1-Score,
sugerindo melhor equilibrio entre as classes. A abordagem
com Wavelet teve o desempenho inferior em todas as métricas,
indicando necessidade de ajustes adicionais para esse tipo de
aplicacio.

TABLE 1

COMPARAQ.&O DE RESULTADOS ENTRE DIFERENTES TECNICAS
Métrica Escala Cinza [ CLAHE | Wavelet [ [8], 2022
Loss 0.5037 0.3411 0.6284 -
Validagdo Acurécia 0.8863 0.9038 0.8765 0.9506
F1-Score 0.8517 0.8130 0.7931 -
Teste Acuracia 0.8525 0.8875 0.7688 0.8113
Precisdo 0.89 0.81 0.68 0.8114




VII. CONCLUSAO

Neste estudo, avaliamos o desempenho da rede ResNetl8
aplicada a classificacdo da qualidade de grios de café, uti-
lizando diferentes técnicas de filtragem de dados. Os ex-
perimentos foram conduzidos em um conjunto de dados
abrangente, onde comparamos o impacto de filtros como o
Wavelet e o CLAHE, em relagdo aos dados sem filtragem.

Os resultados obtidos mostraram que a aplicacdo de técnicas
de filtragem podem melhorar o desempenho da rede ResNet18,
especialmente em termos de acurdcia e Fl-score. Especifica-
mente, o filtro CLAHE demonstrou ser mais eficaz em realcar
caracteristicas relevantes dos grdos de café, resultando em
uma melhor taxa de acertos em comparacdo com os dados
em escala cinza e com o filtro Wavelet.

Esses estudos reforcam a importancia de pré-processamento
de imagens em tarefas de classificacdo, sugerindo que a
escolha adequada de técnicas de filtragem pode ser decisiva
para melhorar a performance de redes neurais profundas em
aplicacdes especificas.

Para trabalhos futuros pretende-se explorar o uso combinado
de técnicas de filtragem e pré-processamento de maneira mais
sofisticada, com o objetivo de potencialmente melhorar a
acuracia e o desempenho geral do modelo.
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