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Abstract. Several real-time Linux extensions can be found nowadawys. of
them have received special attention recently, the patBnesmpt-RT and Xe-
nomai. This paper evaluates to what extent they provide'métestic guaran-
tees when reacting to external events, an essential cheiatit when it comes
to real-time systems. To do that we define a simple but eféeetiperimental
approach. Obtained results indicate that Preempt-RT isenpoone to temporal
variations than Xenomai when the system is subject to cagdoenarios.

Resumo. Varias extensdes Linux para tempo real podem ser encordriadig
em dia. Duas delas tém recebido atencdo especial recentemespatches
Preempt-RT e Xenomai. Este artigo avalia em que medida etasdem ga-
rantias deterministicas quando reagem a eventos exteumog,caracteristica
essencial quando se trata de sistemas de tempo real. Pai@ @&finimos uma
abordagem experimental simples e eficaz. Os resultadodasbitndicam que
Preempt-RT é mais propenso a variagdes temporais que Xeoeaado o Sis-
tema esté sujeito a cenarios de sobrecarga.

1. Introducéo

Os sistemas de tempo real englobam diversas aplicacoeadiges areas de telecomu-
nicacdes, multimidia, indUstria, transporte, medicinie, ®ara tais sistemas, a escolha
adequada de Sistemas Operacionais de Tempo Real (SOTRjwa@specto fundamen-
tal de projeto. Apesar da importancia da evolucéo tecncéddo hardware, certas ino-
vacoes podem introduzir empecilhos para a construcdo d&kSPdr exemplo, os ad-
ventos de memoérieache acesso direto a memaria (DMA), co-processamento, predica
de instrucdes, unidadesulticore pipelinese execucao fora de ordem constituem fontes
nao-despreziveis de indeterminismo [Liu 2000, Pratt argeH2004]. Assim, a constru-
cdo de um sistema operacional de uso genérico com foco ensipiédade temporal
permanece um desafio de pesquisa atual.

Apesar de sua difusdo e popularidade, kernel padrdo do Linux
[D. P. Bovet 2005] falha na oferta de garantias temporaiga$p dos sistemas de
tempo real criticos [Marchesotti et al. 2006, Abeni et aDZ0 Para contornar esse
problema, varias abordagens foram desenvolvidas com darde aumentar o grau
de previsibilidade temporal do Linux [l. Molnar et al. 2008, Gerum et al. 2008,
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Dozio et al 2003, V. Yodaiken et al. 2008, Fry and West 200Tai@#ino et al. 2006]. A
evolucédo rapida e a diversidade das solu¢des disponivelis para estudos comparativos
gue permitam avaliar o determinismo oferecido por cadafdaha de forma a auxiliar o
projetista de sistemas de tempo real na escolha apropradiatdbuicao a ser utilizada.

Este trabalho tem por objetivo apresentar e comparapaishesdo ker-
nel Linux Preempt-RT (LinuX™) [l. Molnar et al. 2008] e Xenomai (Linud%®)
[P. Gerum et al. 2008] , desenvolvidos para aumentar a [ibé\dade do Linux. As prin-
cipais contribuictes deste trabalho sdo: (i) a propostanke metodologia de avaliacao
simples baseada em software e hardware de prateleira,itize wina sobrecarga do pro-
cessador através de carga de processamento, de entrada,eesdé interrupcgao; (ii) a
obtencéo de resultados que confirmam a capacidade de*{hexn oferecer garantias
temporais criticas, e (i) a confirmacao que, em situacécadga intensa, LindX* ndo
consegue oferecer garantias temporais de maneira taonilefsica quanto Linu¥e®.

A Secdo 2 descreve alguns fatores de imprevisibilidade doxX.¢ define as mé-
tricas adotadas para a comparacao de LiRug Linux*e". Estas duas plataformas s&o
descritas nas Secfes 3 e 4. Em seguida, a descri¢cdo da mgtadia experimentacao na
Secéao 5 precede a apresentacdo dos resultados expersmengecdo 6. Finalmente, a
Secéo 7 apresenta brevemente os trabalhos relacionadeg@m8conclui este trabalho.

2. Métricas de comparacéao

O método convencional utilizado para minimizar o impacteidéerrupcdes sobre a exe-
cucao dos processos consiste em dividir a execucao dodratadnterrupcdo em duas
partes. A primeira parte executa operacoes criticas deaformadiata e com as interrup-
cOes desabilitadas, o que constitisexdo criticado tratador. Eventualmente, pode-se
reabilitar as interrup¢gdes de modo a permitir preempcaoatalo-se o cuidado de ga-
rantir o acesso controlado aos dados compartilhados atcelécks Na segunda parte,
as operacfes ndo-criticas sdo possivelmente adiadas @askass com as interrupcdes
habilitadas. No Linux, estas execucdes postergadas sawmdaa desoftirgs.

2.1. Laténcia de interrupcao

Uma requisicao de interrupcdo, ou simplesmenterrupcdo, do processador por um
dispositivo dehardwareé assincrona e pode acontecer em qualquer momento do ciclo
de execucao do processador. Em particular, tal requisigde pcorrer enquanto a segéao
critica do tratador de outra interrupcéo estiver executaodm as interrupcdes desabi-
litadas. Tal cenario pode provocar uma laténcia ndo detéstiia para a deteccdo da
requisicdo de interrupcéo pelo processador. O tempo déoca@ntre o instante no qual
uma requisicao de interrupgcdo acontece e o inicio da exeadratador associado é
chamado déaténcia de interrupgdo. Esta grandeza foi contemplada como métrica para
efeito de comparacao das plataformas estudadas, poissrtara@ capacidade do sistema
para reagir a eventos externos.

2.2. Laténcia de ativacao

No kernelLinux, logo apés o término da secao critica do tratador derimpcao, softirg
correspondente esta apto a executar. No entanto, entreamt®$o qual a secao cri-
tica termina e o instante no quakoftirg comeca a executar, outras interrupgdes podem
acontecer, provocando um possivel atraso na execucamttogs
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Nas plataformas de tempo real, eventos de temporizadords bardwaresao
utilizados para disparar tarefas, num modelo similarsafigrgs Tal tarefa, muitas vezes
periddica, fica suspensa a espera de um evento. Quando o egente, a requisicdo de
interrupcao associada aciona o tratador correspondeafgqusua vez, acorda a tarefa.
O intervalo de tempo entre os instantes de ocorréncia daaeeminicio da execucao da
tarefa associada € chamadala&ncia de ativacdo Assim como no caso daoftirgs
a laténcia de ativacdo pode ser aumentada pela ocorrénitedepcdes. Além disso,
a execucao de outraftirgspode ser escalonada de acordo com alguma politica (ex:
FIFO, prioridade fixa), 0 que pode também gerar interfes&nnoa laténcia de ativacao.
Assim como a laténcia de interrupcéo, a laténcia de ativegéxteriza a capacidade de
um sistema para reagir a eventos externos.

3. LinuxPrt

Para prover precisdo temporal, Lidtix[McKenney 2005, Rostedt and Hart 2007] utiliza
uma nova implementacao dos temporizadores de alta resades&nvolvida por Thomas
Gleixner [L. Torvalds et al. 2008]. Baseado no valor no regdorTime Stamp Counter
(TSC) da arquitetura Intel ou em reldgios de alta resolueéia implementacao oferece
uma API que permite obter valores temporais com resolucamide-segundos. De
acordo com resultados apresentados [Rostedt and Hart 3D0&t al. 2007], os tempos
de laténcia de ativagcéo obtidos usando esta API sédo da orel@guimas dezenas ge
nos computadores atuais.

LinuxPr® comporta varias modificagées que tornarkeoneltotalmente preemp-
tivel. Dessa forma, assim que um processo de mais altagad®ié desbloqueado, este
consegue adquirir o processador com laténcia minima, sepssidade de espera pelo
fim da execucgao de um processo de menor prioridade, mesmasiguesteja executando
em moddkernel Para limitar os efeitos de imprevisibilidade causados@aursos com-
partilhados, LinuX*® modifica as primitivas de sincronizacdo de maneira a permiti
implementac&o de um protocolo baseado em heranca de pderj§ha et al. 1990].

Em relagéo a laténcia de interrupcdo, LiRtiutiliza threadsde interrupgoes.
Quando uma linha de interrupcéo € iniciada, thimeadé criado para gerenciar as requi-
sicOes de interrupcéo associadas a esta linha. Na oc@@mama requisicao, o tratador
associado mascara a requisicdo, acordaread da interrupcéo e volta para o codigo
interrompido. Desta forma, a parte critica do tratador derinpgéo é reduzida ao seu
minimo e a laténcia causada pela sua execucao, além de gerdeterministica. Em
algum momento futuro, threadde interrupcéo acordado € escalonado, de acordo com a
sua prioridade, dando espaco para indeterminismo, o ga®bgato do presente estudo.

Usando programas corretamente escritos, respeitandgras r@e programacao
de Linux’™t e alocando os recursos de acordo com os requisitos tempara@ucao
LinuxPr® tem a vantagem de oferecer o ambiente de programacéo duaisieux, dando
acesso as bibliotecas C e ao conjunto de software dispqéreleste sistema.

4. LinuxXen

Diferentemente de LindX*, a plataforma Linu¥e® utiliza uma abordagem baseada no
mecanismo de indirecao das interrup¢des introduzido micgde “protecdo otimista das
interrupcoes” [Stodolsky et al. 1993]. Quando uma reqédside interrup¢ao acontece, a
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camada de indirecdo, também chamadaatekernelidentifica se esta é relativa a uma
tarefa de tempo real ou se é destinada a um processo do LinprirNeiro caso, o trata-
dor da interrupgéo é executado imediatamente. Caso dongiaequisicao € enfileirada
e, em algum momento futuro, entregue para o Linux quandastiem tarefas de tempo
real. Quando o Linux precisa desabilitar as interrupcdesnmkernebpenas deixa o Li-
nux acreditar que as interrupcdes estao desabilitadasntsdote, onanokernekontinua

a interceptar qualquer interrupcaoftirdware Nesta ocorréncia, a interrupcdo é tratada
imediatamente se for destinada a uma tarefa de tempo resd.d@atrario, a interrupcéo

é enfileirada, até quelernelLinux reabilite suas interrupcoes.

Para a implementacéo a@nokernel Linux*e® utiliza uma camada de virtuali-
zacao dos recursos chamada Adeadaptative Domain Environment for Operating Sys-
temg [Yaghmour 2001]. QpatchAdeos facilita o compartilhamento e o uso dos recursos
dehardwaree oferece uma interface de programacéao simples e indeperdkearquite-
tura. Resumidamente, Adeos é baseado nos conceitos deidenadie canal hierarquico
de interrupcdo. Um dominio caracteriza um ambiente de e&edsolado, no qual pode-
Se executar programas ou até mesmo sistemas operaciomgtetms. O canal hierar-
quico de interrupcdo, chamadgope, serve para priorizar a entrega da interrupcdes entre
0s dominios. Quando um dominio se registra no Adeos, eleoéamd numa posicao no
ipipe de acordo com 0s seus requisitos temporais. Adeos utiliZe enmecanismo de
indirecao das interrupgfes para organizar a entrega tjigcardas interrupcgées, seguindo
a ordem de prioridade dos dominios.

Os servicos de tempo real de Lintfg correspondem ao dominio mais prioritario
doipipe, chamado “dominio primario”. Este dominio correspondetgrto, ao nucleo de
tempo real no qual as tarefas sao executadas em modo pmt€gjidominio secundario”,
por sua vez, corresponde kernelLinux, no qual o conjunto de bibliotecas e software
usual do Linux esta disponivel. Em contrapartida, as gastemporais sdo mais fracas,
dado que o codigo pode utilizar as chamadas de sistemasehlatgs do Linux.

5. Metodologia experimental

Em geral, realizar medicOes precisas de tempo no nivelaasltres de interrupcéo pode
nao ser tdo simples. De fato, o instante exato no qual umésredo de interrupcéo acon-
tece é de dificil medicao, pois tal evento é assincrono e pedeausado por qualquer
dispositivo dehardware Para obter medidas das laténcias de interrupcao e atigagao
fiaveis com alto grau de preciséo, aparelhos externos,dais 0sciloscopios ou outros
computadores, sdo necessarios. Visto que o objetivo demieegabalho foi caracterizar
e comparar o grau de determinismo das plataformas opegsiestudadas, adotou-se
uma metodologia experimental simples e efetiva, que padegeduzida facilmente em
outros contextos.

5.1. Configuracéo do experimento

O dispositivo experimental utilizou trés estacdes: (1)ta@® de medicad’,;, na qual

os dados foram coletados e onde temos uma tarefa de tempoaesdpera de eventos
externos; (2) a estacao de disp#ip, que foi utilizada para enviar pacotes Ethernet com
uma frequiéncia fixa a estac@f,; e (3) a estacdo de cardga, utilizada para criar uma
carga de interrupcdo na estacélgy. As estacdes de disparo e carga foram conectadas
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Figura 1: Configuracéo do experimento.

a estacdo de medicao por duas redes Ethernet distintdsandid duas placas de redes
(ethg e eth,y), conforme ilustrado no diagrama da Figura 1.

As chegadas dos pacotes enviadosipeprem E,,; servem para disparar uma cas-
cata de eventos na estagag, permitindo a simulagéo de eventos externos via sua porta
paralela (PP). Mais explicitamente, cada chegada de uneptiwernet emth,, foi utili-
zada para disparar uma requisicao de interrupcéo na P&yesdo no pino de interrupcao
desta porta (ver Figura 2). Esta escrita foi realizada pedprp tratador?,,, de inter-
rupcao da placathy. O instante’; de escrita no pino de interrupcao da PP pelo tratador
T.i», CONstitui entdo o inicio da sequéncia de eventos utilizados medir as laténcias de
interrupgéo Lat;,.,) e de ativagdolat,.,,). Vale observar que ndo existe relagéo entre a
chegada de pacotes na plath, de E,; e a atividade sendo executada nesta estacao.

As medidas seguiram o seguinte roteiro, ilustrado pelar&igu

e Aestacady, envia pacotes Ethernet para a platia) da estacad’,,, provocando
interrupcdes assincronas em relacdo as aplicacfes exdo@ial), .

e Ainterrupcao associada a chegada de um pacote provocaragm@e da aplica-
cao em execugéao no processador pelo tratador de interrdpggo

e O tratador7,,, foi restrito ao seu minimo: ele apenas escreve no pino de inte
rupcdo da PP e armazena o instantea memoaria. Este instante corresponde,
portanto, ao valor lido no relégio local, no instante naigscta PP, logo apos a
chegada de uma pacote Ethernet.

e Arequisicao de interrupcdo associada a escrita no pincteeupcéo da PP pro-
voca a preempcao da aplicacdo em execucao no processanltrapedior de in-

terrupcadl pp.
Modo ------""-"-""“""“"“-"“"“"“-““-““-“"-"--““-“-“-“"-~-“~-“~-“~-—"-~-“~-~-~-~-~-~-~-~----
USUAric Processos :
1T AT | R A
"""""" | 2 A A
Modo Tetho Tpp T
kernel . L . .
at; Lat,;
? :<—Wq>lf :<—atw>lf : tempo
| | ' | -~
| i | -
Eventos,_.___tl__“ ,l__t? ______ . ,.1__?.3\
IRQs . placaderede ! porta paralelal. "Tpp

Figura 2: Calculo das laténcias de interrupcao e ativacao na estacdo F);.
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e Tpp grava o instante, e acorda a tarefa. Este valort; corresponde ao valor do
reldgio local, logo apés o inicio dE-p.

e No momento que a tarefaacorda, ela grava o instarttee volta a ficar suspensa
até a proxima interrupcdo na PP. Portartocorresponde ao tempo no qual a
tarefar comeca a executar, no final da cascata de eventos provodaddpgada
de um pacote na placa de rede.

Como representado na Figuralzit;,, corresponde a diferen¢a — ¢, € Lat,y,
a diferencat; — t,. No decorrer do experimento, a transferéncia das medig@esed
moria para o sistema de arquivos foi realizada por um carf@ Fido por um processo
usuario de forma a impedir qualquer interferéncia entreuasagfio dos dados e seu ar-
mazenamento no sistema de arquivos. Além da prioridade gestesso ser menor que
as demais tarefas e tratadores de interrupcdes executados@okerne| os eventos de
transferéncias de dados eram suficientemente raros (2@gondo) para nao interferir
nas medidas realizadas.

5.2. Cargas de I/O, processamento e interrupgao

Num primeiro momento, realizou-se experimentos com ungagainima no processador
da estacad’,,; (modosingle. Desta forma, observou-se o comportamento temporal das
trés plataformas em situacao favoravel. Em seguida, gumis tle cargas foram utilizados
simultaneamente para sobrecarrefar. Tais sobrecargas tiveram por objetivo avaliar
a capacidade de cada plataforma em garantir uma laténeeardeistica no tratamento
das interrupgdes e na ativagao de tarefas de tempo reafragseexisténcia de outras
atividades nado-criticas. As cargas de I/O e processameraimfrealizadas executando as
instrucdes seguintes na esta¢ag:

while "true"; do
dd if=/dev/hda2 of=/dev/null bs=1M count=1000
find / -name ” *.c” | xargs egrep include
tar -cjf /tmp/root.tbz2 /usr/src/linux-xenomai
cd /usr/src/linux-preempt; make clean; make
done

Um outro estresse de interrupcéo foi criado utilizando uomaunicacao UDP en-
tre a estacadr,,; configurada como servidor e a estagae configurada como cliente.
Para isolar esta comunicacao da comunicacao éhire Fp, utilizou-se a segunda placa
de redeeth; de E,;, assim com ilustrado pelo diagrama da Figura 2. Durante e-exp
rimento, o processo cliente hospedado pela estagatvansmitiu pequenos pacotes de
64 bytesna freqiiéncia maxima permitida pela rede, ou seja, com ueg@éncia supe-
rior a 200k H z (um pacote a cadi)us). Desta forma, mais de 100.000 interrupgdes por
segundo foram geradas pela plata, de F,,. A placacthl foi registrada na linha de
interrupcao 18 dev,,, cuja prioridade € menor que a prioridade da porta paraiéte.
experimentos com cargas, os dois tipos de estresses fotmadag simultaneamente e
as medic¢des s6 foram iniciadas alguns segundos depois.

6. Avaliacdo de LinuxFrt e LinuxXen

6.1. Configuracéo

Os experimentos foram realizados em computadores Pentiwm 4$rocessadores de 2.6
GHz e 512 Mb de memoaria, com o objetivo de ilustrar o compoetaimtemporal das trés
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plataformas seguintes:

e LinuxStd: Linux padrdo kernelversio 2.6.23.9 (opcdow-latency;
e LinuxFrt: Linux com opatchPreempt-RT (rt12) kernelverséo 2.6.23.9;
e LinuxXe": Linux com opatchXenomai - versdo 2.4-rc5kernelversdo 2.6.19.7.

Utilizou-se a configuracao Lind%! para realizar experimentos de referéncia para
efeito de comparacédo com as duas plataformas de tempo neaf’El e Linux*e®. A ver-
sao estavel dkernel2.6.23.9, disponibilizada em dezembro de 2007 foi escalpata o
estudo de LinuXt, pois estgpatchtem evoluido rapidamente desde sua primeira versao
publicada ha dois anos. No entanto, utilizou-se a versd@®d®|2.6.19.7 para o estudo
da versao 2.4-rc5 de Xenomai. De fato, considerou-se dessédo atualizar a versédo do
kernel pois Xenomai € baseado no Adeos (ver Secéo 4) e, portargarastias tempo-
rais oferecidas para as aplica¢cdes executando no primainénéb dependem apenas da
versao do Xenomai e dmatchAdeos associado, e ndo, da versakeimelLinux.

As medidas das laténcias de interrup¢ao e de ativacao fe@madas pela con-
sulta doTime Stamp Countdif SC), permitindo uma precisao abaixo3ie.s (88 ciclos),
verificada experimentalmente. Utilizou-se uma frequédeialisparo dos eventos pela
estacaadyp de 20Hz. Para cada plataforma, dois experimentos de 10 osifiiam re-
alizados. O primeiro sem carga nenhuma do sistema e o segphdando os estresses
apresentados na Secéo 5.2.

6.2. Resultados experimentais

Os resultados experimentais sdo apresentados nas Figaa®Bde o eixo horizontal re-
presenta o instante de observacao variando de 0 a 60 sequo@nso vertical representa
as laténcias medidas em (tais valores podem ser multiplicados pas10° para obter o
namero de ciclos do TSC). Apesar de cada experimento teddm@minimo uma hora,
escolheu-se apresentar apenas resultados para um iotéels, pois este intervalo é
suficiente para observar o padrdo de comportamento de catddopma. Neste inter-
valo, o total de eventos por experimentos é 1200, pois aérezid de chegada de pacotes
utilizada foi de20 H z.

Abaixo de cada Figura, os seguintes valores séo indicadadsr Médio (VM),
desvio padrao (DP), valor minimo (Min) e valor maximo (MaX@stes valores foram
obtidos considerando a duracdo de uma hora de cada expril@medida do possivel,
utilizou-se a mesma escala vertical para todos os graficossegjiientemente, alguns
valores altos podem ter ficado fora das Figuras. Tal ocaadacrepresentada por um
triangulo préximo do valor maximo do eixo vertical.

6.2.1. Laténcia de interrupgao

A Figura 3 apresenta as laténcias de interrupcdo medidase g@m estresse do sistema.
Como pode ser observado, sem carga, o Liffle o Linux*e® tem comportamentos
parecidos. Com carga, observa-se uma variacdo significhdilzinuxX’*d, como esperado.

Com relacdo ao Linukt, dois resultados chamam atencgdo. Primeiro, o compor-
tamento do sistema sem carga exibe laténcias da ordem de. 28to € causado pela
implementacéo dothreadsde interrupgéo vista na Secéo 3. Segundo, contradizendo as
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Tempo de observacdo em

(e)Linux ¥e» - Sem carga
VM: 9.0, DP: 0.1, Min: 8.8, Max: 11.1

Figura 3: Laténcia de interrupcdo com frequéncia de escrita
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expectativas, a aplicagéo do estresses teve um impactficgigno, provocando uma alta
variabilidade das laténcias. De fato, entre o instante rad quratador!’»p requer a
interrupcao do processador e o instante no qualteetadacorda efetivamente, uma ou
varias interrupcdes podem ocorrer. Neste caso, a execosdmathdores associados pode
provocar o atraso da execucaoide-.

Para cancelar esta variabilidade indesejavel, é posséal a LinuX™ sem
utilizar a implementagédo déhreads de interrupgdo. Para tanto, usa-se a opcao
IRQF_NODELAYha requisicao inicial da linha de interrupcéo. Utilizandtaeopcao na
definicdo da linha de interrupgédo da porta paralela, o cotap@nto do LinuX*® passa
a ser semelhante ao Linti.

6.2.2. Laténcia de ativacao

A Figura 4 apresenta os resultados para as laténcias de&atisam estresse e com es-
tresse do processador. Como pode ser observado, o compnttade LinuRt? é ina-
dequado para atender os requisitos de tempo real. EihexLinux*e®, por outro lado,
apresentam valores de laténcias dentro dos padrbes espexade a pena notar o com-
portamento destes sistemas com carga. Apesar do valor erebotrado para Lindse®

(8, 7us) ser superior ao do LindX* (3, 81.5), 0 desvio padrao € significativamente menor
em favor de LinuXe®, caracteristica desejavel nos sistemas de tempo reabstitDe
fato, para tais sistemas, deseja-se que o pior caso sejanprdr caso médio.

E interessante ainda comparar o comportamento de Effusem utilizar o con-
texto dethreadsde interrupcao, isto €, com a opc#RQF_NODELAYcomentada ante-
riormente. Como pode ser observado na Figura 5, apesartéasites de ativacdo sem
estresse apresentar bons resultados em comparagdo a&*tjrseus valores com es-
tresse indicam um comportamento menos previsivel que oEfiu

7. Trabalhos relacionados

Alguns resultados experimentais comparando L¥itncom Linux®td sido apresenta-
dos por [Rostedt and Hart 2007]. Duas métricas sdo usad@scias de interrup-
cdo e de escalonamento, relacionadas ao escalonamentoadtanafa periédica. No
entanto, os experimentos foram realizados sem sobrecargaotessador e a me-
todologia usada ndo foi precisamente descrita. [Siro 04l7] realizam um es-
tudo comparativo do Lind¥t, de RT-Linux [V. Yodaiken et al. 2008] e de LinBXA!

[P. Mantegazza et al. 2008] no qual eles utilizam conjuntaemebenchmark_Mbench
[McVoy and Staelin 1996] e medidas de desvios na execucaondetarefa periodica.
Nestes experimentos, os autores aplicaram uma sobrecar@aid” do processador,
sem considerar carga de interrupcao. Num outro trabalkalgdido apenas na Internet
[Benoit and Yaghmour 2005], os desenvolvedores do projel®od apresentam resulta-
dos comparativos relativos ao Linux compzgchedPreempt-RT e Adeos. Esta avaliagéo,
bastante abrangente, utilizdbenchmarkmbench [McVoy and Staelin 1996] para carac-
terizar o desempenho das duas plataformas e apresentadesude medidas de laténcias
de interrupcao realizadas com a porta paralela.

O presente trabalho apresenta resultados de laténciaedripgdo que confirma
os resultados obtidos em [Benoit and Yaghmour 2005] paratafpkma Linuxe®. Ja
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Figura 4: Laténcia de ativag@o com frequéncia de escrita na P P de 20H z.
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Figura 5: Laténcia de ativagdo do Linux Pr* desabilitando o th-
read associado as interrup¢6es da PP (opcéo | RQF_NODELAY).

os resultados encontrados aqui para Lifftixsem a opcadRQF_NODELAYdiferiram
dos apresentados por [Benoit and Yaghmour 2005], pois umeadacdo das garantias
temporais por esta plataforma foi observada, tal como viat&ecao 6.2.1. Em rela-
cdo as laténcias de ativacdo, ndo temos conhecimento dementiro trabalho compa-
rativo. Experimentos idénticos aos relatados aqui forandepidos para a plataforma
Linux®TAT [Regnier 2008] e os resultados encontrados sdo semellzrstepresentados
para Linuxt®, dado que ambas plataformas utilizam o mesmaokernel

8. Conclusao

Neste trabalho, a avaliacdo de duas solu¢cdes de SOTR basradanux foi realizada.

A metodologia experimental permitiu medir as laténciasderiupcao e de ativacao, em
situacdes de carga variavel, tanto do processador quaeiedeos externos tratados por
interrupgdo. Enquanto o Linux padréo apresentou laténoigsor caso acima de)0us,

as plataformas Lind¥*t e Linux*e® conseguiram prover garantias temporais com uma
precisao abaixo d20us. No entanto, para se conseguir este comportamento emaelaca
ao Linux’rt, foi necessario desabilitéinreadsde interrupcéo, tornando o sistema menos
flexivel. Com taighreads o comportamento de LindiX® sofre consideravel degradacédo
da sua previsibilidade temporal. A plataforma Liffék se mostrou mais adequada, pois
tanto oferece um ambiente de programac&o em modo usuaimogeonsegue previsibi-
lidade temporal caracteristica de sistema de tempo real.
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