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Resumo. Sistemas Operacionais de pimpto geral rio apresentam mecanis-
mos eficazes para a reserva de processamento de aplisac Dessa ma-
neira, algumas iniciativas visam oferecer garantia de gegamento atras da
instrumentago de kernels ou atré@s do isolamento de desempenho por meio
da criacgdo de nadquinas virtuais. De maneira diferente dessas abordagests,
artigo descreve em detalhes o funcionamento do CPUResarvejstema de
reserva de processamento geiexecutado noivel do usario. Por apresen-
tar uma arquitetura cliente-servidor e significativa estdalidade, como suge-
rem os experimentos realizados, o CPUReserve pode seadtliem ambientes
distribuidos e compartilhados.

1. Introducao

Ambientes de computacao compartilhada, por naturezaseptam desafios para o ge-
renciamento de seus recursos. Garantir que usuariosob@&ecsrreguem maquinas ou
violem politicas de uso, assim como garantir aos usugtiabdades minimas de servico,
consistem em tarefas bastante dificeis quando nao exisigios para limitar o uso de
recursos no sistema. A implantacao de mecanismos devaederrecursos pode facili-
tar o gerenciamento ao garantir limites inferiores e sopeside uso de processamento,
memoria, disco ou rede. O processamento, em especialstmam um item central de
estudo deste trabalho ja que muitas das aplicacdes sidbsia ambientes compartilha-
dos sao limitadas a CPWCPU-Bound.

No caso de grades computacionais, a implantacao de aederprocessamento
pode evitar a sobrecarga dos nos do sistema ao mesmo tempgamgunte aos provedores
de maquinas o direito de estabelecer o limite da capacidegeocessamento que dese-
jam disponibilizar. No caso de computacao sob-demandsseava garantiria ao usuario
uma qualidade de servico minima, assim como no caso dmgpés multimidia, as quais
necessitam de processamento minimo, periodico e caastan

Sistemas Operacionais de Proposito Geral nao tratarsedage aplicacdes de
maneira especifica e assim gerenciam de forma ineficienteaid@de de Servico de
algumas aplicacbes. Casos em que o escalonamento Zadeafior um algoritmo de
compartilhamento de tempo ou espaco nao distingiiemnsedade importancia entre as
aplicacOes, aléem de serem muito conservativos, viseoagufatias de tempo ou espaco
alocadas, mesmo em situacdes em que nao estao selxhasl nao podem ser cedidas
a outros processos. Por outro lado, em sistemas com escedntade processos baseado
em prioridade, pode haver uma espera demasiada por par@iccaes classificadas
com baixa prioridade.
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Algumas iniciativas, tais como d®esource Kernelsu Resource Containeysi-
sam o desenvolvimento de mecanismos para a reserva de gaowggo através do de-
senvolvimento de extensdes kiernelcom o objetivo de prover acesso garantido e no
tempo esperado aos recursos de um Sistema OperacionaWgDakal Rajkumar 1999,
Lee et al. 1996, Banga et al. 1999]. Observa-se, porém,ginsento de uma tendéncia
ao uso de maquinas virtuais para essa finalidade. Maquirtaais disponibilizam ao
usuario um ambiente personalizado, onde 0s recursos taoipoais sao dedicados so-
mente aos processos do usuario corrente. O isolamento loieramresulta em maior
controle do uso dos recursos aléem de aumentar o nivel deaseg, pois um processo
de uma determinada maquina virtual &€ incapaz de acess#dus de outra maquina
virtual [Keahey et al. 2004, Santhanam et al. 2005].

De maneira diferente a abordagem &esource Kernels das maquinas virtuais,
ha iniciativas que procuram gerenciar a reserva de reemsaivel do usuario, evitando
a necessidade de recompilacaokéenel ou a sobrecarga do sistema ao instanciar um
grande numero de maquinas virtuais. Um exemplo desselépolucao € o DSRDfy-
namic Soft Real Time CPU Schedyl¢€hu and Nahrstedt 1997]. Criado no final da
década d&0, visando o tratamento de reservas de processamento paracaps mul-
timidia, o DSRT foi utilizado em muitos projetos, mas n#oleiu para que fosse possivel
0 Seu Uso em cenarios mais atuais como os encontrados ees graattunisticas, ambien-
tes deutility computinge arquiteturas multiprocessadas. No DSRT, por exemptoéna
possivel aumentar a reserva de um processo caso haja C#da aei maquina executora.
Também nao é possivel dividir uma reserva entre todgsaessos filhos criados a par-
tir de um processo origem, e nem realizar reservas de pant@es a fim de explorar
caracteristicas presentes em arquiteturas multipradass

As limitacdes encontradas no DSRT, aliadas a dificuldbslensercao de novas
politicas de compartilhamento de recursos nesse sistaptajaram o desenvolvimento
de um novo gerenciador de reservas, o CPUReserve, objetstutboedeste artigo. O
CPUReserve consiste em uma reimplementacao das id@ipsspas pelo DSRT acres-
cida de novas funcionalidades inseridas para que o sisteiespe ser utilizado em
cenarios de computacao compartilhada, oportunistida arquitetura multiprocessada.
No CPUReserve, a comunicacao € realizada atravesdestso que facilita o seu uso
em ambientes distribuidos. Quando ha processamentsmae reservas ativas dos cli-
entes podem ser expandidas para que esse recurso seja utiittaado. O CPUReserve
também permite reservar parte dos processadores demaaguultiprocessadas. Por fim,
a forma como o CPUReserve foi projetado priorizou a modzdgéo do codigo de forma
que o mecanismo de implementacdo de reserva fosse irdgerdas politicas de re-
serva. A separacao entre mecanismo e politica de reabreaespaco para que novos
parametros de priorizacao sejam inseridos no CPUReserv

As proximas secOes apresentam as caracteristicas dB€¥erve. Na Secao 2,
sao descritos os trabalhos relacionados ao CPUResengedda 3 sao apresentados 0s
detalhes de implementagao desse sistema e sua arcuisgguidos da Secao 4, onde sao
descritas a avaliacao experimental, casos de uso egibeisado CPUReserve. Na Secao 5
€ apresentada uma proposta de integracao das abordimesserva de processamento
no nivel do usuario e com o uso de maquinas virtuais. PqrfanSecao 6, a conclusao
do trabalho & exposta.
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2. Trabalhos Relacionados

A reserva de processamento esta fregiientemente reddei@odkesource Kerneldm
resource kerned umkernelmodificado para gerenciar recursos através de modelos de re
serva. Com ele & possivel garantir o acesso a uma detelarpaate dos recursos de uma
maquina durante a execucao de uma aplicacao atravgmdionalidades providas pelo
ndcleo do SO. RT-Mach, Linux/RK consistem em dois dos [jpais Resource kernels
encontrados na literatura [Oikawa and Rajkumar 1999, Laé é996].

Iniciativas recentes tém utilizado maquinas virtuaisnoomeios para assegu-
rar a reserva de processamento. ISso porque maquinaaivigpresentam ambien-
tes fechados de execucgao garantindo seguranca e isttaohe desempenho das apli-
cacOes [Keahey et al. 2004, Santhanam et al. 2005]. O Xesiste em um dos moni-
tores de maior relevancia na literatura [Barham et al. R003

Resource Kernel® maquinas virtuais gerenciam a reserva de processamento
de maneira eficiente, mas apresentam limitacOes de ugb,psta necessidade de
recompilacao do Sistema Operacional, seja pela solgeqazara a criagcdo de novos
dominios. De maneira diferente a essas duas abordagerBR® Pynamic Soft Real
Time CPU Schedulgrum sistema para o gerenciamento de aplicacdes deselvab
Departamento de Ciéncia da Computacao da Universidadlérebis em Urbana Cham-
paign, gerencia a reserva de processamento no nivel daafDhu and Nahrstedt 1997].

No DSRT, as reservas de processamento sao garantidas [godenemporiza-
dores que, ao expirarem, manipulam as prioridades dasagpés clientes junto ao Sis-
tema Operacional corrente. Nesse sistema, as aplicalpdetes e servidor devem residir
em uma mesma magquina visto que a comunicacao dessaadadié feita por compar-
tilhamento de meméria. Essa implementagao dificulta® ds DSRT em ambientes
distribuidos.

O DSRT foi projetado para atender as necessidades de d@@gcacultimidia.
Assim, ele possibilita a classificacao das aplicac@sabrdo com o perfil de uso de
processamento, que pode seguir diferentes padroes aelipefade. Em funcao dessa
classificacao, o DSRT vai fazer a reserva de recursos agdap Ele também oferece
uma API de reserva que pode ser inserida no codigo das gidisgara que o controle
dos recursos seja feito de forma mais precisa (mecanismpmbe).

Por outro lado, o DSRT nao explora o processamento ociosoatgiinas, di-
ficultando o seu uso em cenarios de computacao opdtittmaisSTambém nao existe no
DSRT mecanismos para a reserva de processadores, umanalitade importante para
0 gerenciamento dos recursos de arquiteturas multipradass

3. CPUReserve

As desvantagens encontradas na reserva de processanadintales peloResource Ker-
nelse pelas maquinas virtuais motivaram a implementacaoRIdReserve, um sistema
para reserva de processamento no nivel do usuario. Assita o DSRT, o CPUReserve
gerencia processos através de chamadas ao sistema gam albleamicamente a priori-
dade dos processos para consumirem mais ou menos procassderdro de um periodo
de tempo.
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O CPUReserve segue o modelo cliente-servidor com com @uoaatre os pro-
cessos sendo feita vieocketo que permite seu uso em ambientes distribuidos. Para
executar o servidor & necessario disparar o0 processo endeterminada porta, especifi-
cando em quais processadores da maquina deseja-se gessn@servas

./ server <porta> <cjto processadores deci mal >
Para executar o cliente, & necessario executar um cona@nijzo
./client <maqQ: porta> <periodo> <fatia> <cons> <exec> <parans...>

onderrag: port a corresponde ao nome da maquina juntamente com o nUmertada p
onde o servidor escuthat i a, o tempo de processamento necessario a aplicacao a cada
periodo dens especificado. O camp@ns (conservago), se configurado cor, limita

a quantidade de CPU alocada ao processo aquela especifecagansagem. Caso esse
campo sejaigual & a quantidade de processamento por periodo pode ser raamhaja
processamento 0cioso na maguina executora. Os camgase par ans correspondem
juntos a linha de comando da aplicacao a ser executada.

Se o pedido do cliente for aceito, a aplicacao receberareeptagem de CPU
especificada na requisicao. A alteracao dos paramdeaeserva pode ser feita atravées
de um comando do tipo

./ adapt <maq: porta> <periodo> <fatia> <cons> <pi d>
ondepi d & o identificador do processo sendo executado pelo servidor

Para que nao haja inani¢cao dos processos executadosraatd servidor CPU-
Reserve, incluindo o proprio servidor, um limite de reaegvestipulado pela variavel
RESERVATIONLIMIT que, por padrao é de 0.8*numprocessadoreseservados

Tanto a reserva quanto a adaptacao, quando executadaepator, se estendem
a todo processo criado pelo processo em execucaddrdapor exemplo). Os novos
processos compartilham a fatia de tempo reservada ao pooges os criou. Essa pratica
evita que processos filhos burlem o acordo de uso de processam

3.1. Arquitetura

O servidor CPUReserve &€ composto por diasadsprincipais: uma de monitoragcao de
uso da CPU (CPU ociosa e tempo de CPU ocupado por cada prpeessiva de espera

de conexdes dos clientes.tireadde espera de conexdes escuta, ha porta determinada no
momento de inicio do servidor, por requisi¢cdes de resgeyprocessamento ou adaptacao
de reserva.

A figura 1 ilustra a arquitetura do servidor e a interag@oeeseus componentes.
Ao receber uma mensagem do clientetime@ad de tratamento de 10, o servidor inicia
outrathreadpara tratar da requisicao. Edbaeadtrata de maneira diferente pedidos de
reserva e de adaptacado. No caso dos pedidos de reservariéta se 0s parametros
da mensagem sao consistentes e se podem ser atendidos calidadg desejada. No

1Cada processador & representado pobitmOs processadores a serem reservados t&ém bitseon-
figurado paral. Em seguida, o valor binario & convertido para decimal.chigo de se desejar reservar
os processadorése 2, por exemplo, deve-se passar o valaro terceiro parametro ja que= 0101 em
binario.

2Esse valor foi determinado por meio de experimentos desard Seco 4.
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caso afirmativo, o processo especificado € criado e 0 messsa pater 0 consumo de
processamento monitorado. Monitora-se também novossfillesse processo para que
0s mesmos compartilhem a fatia de tempo estipulada paracegso pai. O controle da
reserva de processamento é realizado por meio de alarreexguam apos uma fatia de
tempo de processamento.
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Figura 1. Arquitetura do servidor de reserva.
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No caso do pedido de adaptacathmadtratadora da requisicao verifica se o pro-
cesso requisitado existe. Se o processo existir, ela \wesi®s parametros de adaptacao
sao validos e possiveis de serem atendidos. Nesse casoyas parametros de reserva
do processo sao atualizados e novos alarmes sao conbgurad

Os alarmes sao ordenados em uma fila, onde os primeiros siarmes que ex-
piram mais cedo. Quando um alarme expira, cria-sethneadpara trata-lo. Esshread
verifica o tempo de processamento do processo que geroureeadoma decisdes quanto
a continuidade ou nao de execuc¢ao do processo em qué@stias de informacdes acon-
tecem entre athreadsde monitoracao e a tratadora de alarme. Elas ocorrem noemo
tos em que dhreadtratadora de alarme deseja saber se ha capacidade desproeeso
ociosa na maquina a fim de cedé-la a um processo do tiporvatige.

Dependendo da configuragcao da propriedade TRANSBERPUT do servidor,
os clientes podem ficar blogueados em espera até que oseskdggpsejam finalizados e
0s arquivos de saidaljtpute erro), gerados na execucao dos processos, sejam transfe
dos para os seus sistemas de arquivo locais.

3.2. Detalhes de Implementad@o

Ao ser iniciado, o servidor tem a sua execuc¢ao ligada a uermeado conjunto de
processadores. A ligacao de processadores restrirnggedna execucao do servidor, mas
também a dos processos gerenciados por ele. Ela & garaotiadneio de chamadas ao
Sistema Operacional as quais realizam a afinidade de penless.

Para gerenciar o escalonamento dos processos solicitatiss ghientes, o ser-
vidor &€ executado com a maxima prioridade para processdsndpo real. Ao colocar
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um processo cliente em execuc¢ao, o servidor o torna decteaap com a segunda maior
prioridade do sistema. Em seguida, esse processo clientmigorado e, caso tenha su-
perado a fatia de tempo estipulada para o periodo, ele pogesado ou entao ter a sua
prioridade reduzida ao minimo permitido para classes degssos comuns do Linux até
o proximo periodo. A decisao de ser parado ou ter a padededuzida € feita com base
no parametro conservacao informado pelo pedido deva@seradaptacao.

Toda a monitoracao dos processos é realizada por meitadees de tempo
real que, quando expirados, invocam utheead de decisao. Esstnread apresenta
implementacao guiada pelas decisdes ilustradas naf&yur

Alarme
|
I | [
Terminado Parado Executando
]
| . |
exec(fatia) RT OTHER
‘ |
[ |
execFatia lexecFatia makeRT
i exec(fatia)

1 I
!passouPer passouPer IpassouPer passouPer

| —— |

conserv Iconserv exec(fatia) tempo Itempo exec(fatia)*
| | suficiente  suficiente

makeOTHER para até | |
exec(prox_per)  prox_per exec(resto_fatia) exec(prox_per)*

Figura 2. Etapas de decis ao da thread tratadora dos alarmes.

Ao expirar um alarme, threadverifica qual € o estado do processo que solicitou
o alarme. Se o estado for terminado, entao o processa@detia fila de processos do
servidor e, dependendo da configuracao do sistema, pode seus arquivos de saida
transferidos para a maquina do cliente. Se o estado fodpaéasinal que no periodo
anterior, o processo executou a sua fatia de tempo de pameesto, foi parado até o fim
do periodo por nao ser conservativo e, no novo periodge drecutar uma nova fatia
de tempo. Se o estado do processo for executando, ent@eigqverificar se ele vem
sendo executado como processo de tempo real(RT) ou comhE®R)T Se for processo
do tipo OTHER, entao o alarme expirou porque o0 processourveeriodo finalizado.
Dessa maneira, & preciso transformar o processo em terapnaeamente e dar a ele
uma nova fatia de tempo para execucgao.

Caso o processo venha executando em tempo real, entaaigopverificar se
ele ja executou a sua fatia de tempo. Caso tenha executadiicasse se o limite de
periodo ja passou. Se o limite estiver sido atingido, @@sso pode executar por mais
uma fatia de tempo. Se o limite de periodo nao tiver sidapétssado, entao verifica-se se
0 processo € do tipo conservativo. Se o0 processo for catsaryvele é transformado em
um processo comum de baixa prioridade e deixado em exeassse estado. Por outro
lado, se o processo nao for conservativo, ele & parado@i@imo limite de periodo.

Se 0 processo vem executando em tempo real, mas nao execst@ufatia de
tempo ainda, entao verifica-se se o periodo ja foi ulsspdo. Caso afirmativo, ocorreu
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um erro (indicado na figura 2 com um asterisco). Esse errcanglie ha mais reserva
do que os processadores disponiveis podem suportar. beessaleve-se reduzir o valor
da variavel RESERVATIONLIMIT. Para que nao haja pausa na execu¢ao do servidor,
permite-se que 0 processo, Mesmo Com um erro, possa cardiexacutar reiniciando
uma fatia de tempo. Caso o periodo do processo ja tenheadrpipermite-se que o
processo execute pelo restante da fatia de tempo, se aimutzs&ivel executar o que falta
da fatia antes do periodo expirar; ou pelo restante dogessituacdo onde ocorreu um
erro semelhante ao anteriormente descrito.

4. AvaliacOes Experimentais

Testes foram realizados a fim de avaliar a escalabilidadeRIdR@serve e 0 seu uso
em um cenario real de computacao compartilhada distldbu Os testes mostraram
que o servidor apresenta significativa escalabilidade tamalsém evidenciaram algumas
limitacBes do sistema proposto assim como sera expastpndximas secoes.

4.1. Testes de Escalabilidade

Os testes de escalabilidade foram realizados em um conguutadl Centrino Duo de
1,66 GHZ, 1G de memaoria executando o Sistema Operacionakldistribuicao Ubuntu
7.10 padrao, corkernel2.6.22. O objetivo foi estimar o quanto o servidor consomeee
cursos para atender a um namero crescente de clientess&ara servidor CPUReserve
foi inicializado para gerenciar os dois processadores aguma. Os clientes consisti-
ram em uma aplicacao de espera ocupada. As especificdgdelientes eram de que o
servidor reservasse a elg&ns a cadal000ms, ou seja,l% da CPU para cada processo
cliente. A escolha de uma porcentagem tao pequena de pameesto foi feita com o ob-
jetivo de que muitos alarmes fossem disparados no menovahtede tempo possivel
Com isso, o servidor trabalharia em um estado mais proximdeasua saturacao pois
teria que gerar muitabreadspara os tratamentos das reservas. Os experimentos mostra-
ram que o servidor por si s6, sem atender a nenhum cliemtsoote valor muito proximo
a0% de CPU,18 MB de memoria virtual €32 KB de memoria residente. Os resultados
dos experimentos, divididos pelo nUmero de clientes, partaxas de porcentagem de
CPU, quantidade dsoft page faulpor segundo, memaoria virtual e memoria residente do
servidor sao apresentados na tabela 1.

Nota-se que o consumo de CPU, assim como o numepagkefaultgor segundo,
cresce linearmente com o aumento do nimero de clientes. aAtigade de CPU por
processo nos testes oscilou entre 0.1 e 0.2%, enquanto ddaege faultsmanteve-se
em torno de30 por segundo. O baixo consumo de CPU era esperado visto quéadose
apresenta pouco processamento no seu codigo.

Como consequéncia do aumento do compartilhamento deonemuando o
numero de clientes foi aumentado, notou-se uma discreliacé@® na quantidade de
memoria virtual alocada por cliente. Cadnclientes, essa quantidade era proxima de
15M B por processo, ja coml clientes, essa quantidade passou para aproximadamente
OMB.

30 tempo de execugao de um processo no CPUReserve & olgtittirado seu arquivo /proc/pid/stat.
Esse tempo & dado gjiffies que, no ambiente utilizado para testes, corresporidea.
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Num. %CPU | Page Fault/| Mem. Mem.
Clientes Sec. Virtual(KB) | Residente(KB)
1 1 51 34.77 784
5 0.2 29.6 15.35 165.6
10 0.2 20.9 11.78 86.8
15 0.13 29.33 10.58 61.07
20 0.15 29.6 9.99 48
25 0.12 22.08 9.96 40.16
30 0.13 27.4 9.66 34.67
35 0.11 27.26 9.45 30.97
40 0.13 27.08 9.4 28.3
45 0.13 24.84 9.17 25.96
50 0.14 27.82 9.16 24.32
55 0.13 32.07 9.14 22.84
60 0.12 31.35 9.08 21.8

Tabela 1. Resultados dos testes de escalabilidade do servid or.

A quantidade de memoria residente alocada para cadaechergervidor é redu-
zida com o aumento do nimero de processos. Essa redugdieee por trés motivos:
primeiro porque o gerenciamento de novos processos pefdseacarreta na criacao de
processos leves do tighreadque consomem poucos recursos do sistema; segundo por-
gue o montante de memoria necessario para carregar da&efwi sendo dividido entre
um namero crescente de processos; e terceiro porque ceSrdago de tempo entre cada
periodo dos clientes faz que alguns alarmes de monéoregpirem ao mesmo tempo,
sendo entao tratados todos por uma Gthicead

Apesar dos testes com o servidor mostrarem que o CPUResm&mgeroe pou-
cos recursos do sistema, nao foi possivel realizar exjgatios com mais d&) clientes.
Nesses casos, aconteceram retardos no tempo de respostedm®peracional e, con-
sequentemente, mal comportamento das aplicacdes sendotadas nele, inclusive na
execucao de alguns processos clientes que, em vez detanessicom apenab), de
CPU executavam comou 4%. Esse mal funcionamento da reserva & causado por dois
motivos: o alto tempo gasto para a criacao de ndwasadgpara o tratamento dos alarmes;
e 0 excesso de trabalho que o servidor tem que realizar ardadeailo delOms - quando
a quantidade de processos se aproximé(je servidor nao € mais capaz de gerenciar
as prioridades e os temporizadores de todos os processgsecmuo/fatia de tempo ex-
pirados dentro do intervalo d®&ms, fazendo com que alguns processos permanecam em
execucao por mais tempo do que deveriam.

A medida que o servidor CPUReserve torna-se saturatiread receptora de
novos pedidos de clientes, implementada como um procesbaixie prioridade, deixa
de receber novas requisi¢cdes. Essa pratica & impernpama evitar que o servidor fique
ainda mais saturado em situacdes de alta carga de tradbabragerenciada.

Como o servidor consumiu menos ti&% de CPU para o gerenciamento limite
de 60 clientes, pode-se garantir, nesse caso, que um valor jraitea variavel RESER-
VATION _LIMIT esteja em torno dé.9.
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4.2. Casos de Uso

No CSBase [Lima et al. 2006], uframeworkpara gerenciamento de recursos e execucao
de aplicacbes em ambientes distribuidos, estuda-seeecio de um mecanismo de re-
serva de processamento nos servidores de execuc¢ao cqetivadbe limitar a quantidade

de CPU que uma aplicacao utiliza. Essa funcionalidadsjighet pelo CPUReserve, pos-
sibilitaria a divisao mais justa de recursos entre os doagusuarios dos nos de execucao
gue compdem a infra-estrutura do sistema.

Ainda no projeto CSBase, cada servidor executor de apiEsatem a sua capa-
cidade de processamento medida por meio ddenthmarkbaseado no Whetstone. O
resultado desdgenchmarkdenominado CSBench, & utilizado como métrica no esaalon
mento das aplicacdes. Como nao ha garantia de caenochmarksera executado sem
nenhuma interferéncia de cargas de trabalho no servidmyga-se atribuir uma relagao
entre a taxa de CPU ocupada e o resultado geraddpeldhmark

Para verificar se tal relagao acontecia no CSBench, foemtizadas execucdes
dessebenchmarkcom reservas no CPUReserve variandolde 100%. Os resultados
obtidos sao apresentados nas segunda e terceira colute®tia2. Nota-se que nao ha
relacao entre a quantidadeaeckstotais com a quantidade gasta em processamento. Ao
utilizar 1117 clockscom 100% de CPU, doenchmarlkdeveria utilizar cerca dé0 vezes
maisclockscom10% de processamento, mas utilizou cerca4leezes mais. Além disso,

0 nUmero declocksde processamento deveria se manter mais ou menos constaste,
variou cerca dé0%.

CSBench Linpack Espera Ocupada

Reserva (%) | Clock | Clock | Clock | Clock | Clock | Clock

Total | Proc. | Total | Proc. | Total | Proc.
100 1117 | 1090 | 1982 | 1977 | 3516 | 3504
90 1391 | 1267 | 2177 | 1966 | 3654 | 3292
80 2048 | 1646 | 2813 | 2253 | 4348 | 3483
70 2215 | 1556 | 3101 | 2173 | 5004 | 3499
60 2616 | 1576 | 3716 | 2238 | 5744 | 3461
50 3266 | 1664 | 4413 | 2217 | 6918 | 3459
40 3521 | 1480 | 5506 | 2205 | 8724 | 3503
30 5430 | 1648 | 7003 | 2106 | 11617| 3493
20 7816 | 1573 | 10108| 2037 | 17506| 3503
10 15935| 1625 | 22303| 2251 | 35011 3514

Tabela 2. Resultados de reserva do CSBench.

Para confrontar dados do CSBench, foi realizado o mesn®dest 0 Linpack,
um outrobenchmarlde CPU. Os resultados, ao contrario do CSBench, foramstensi
tes, como apresentado nas coluhas da tabela 2.

Também foram realizados testes com uma aplicacao qugstiarem um laco que
realizava multiplicacdes pdr. Os resultados sao apresentados nas duas ultimas colunas
da tabela 2. Nota-se que ha uma relacdo entre a quantiéadgserva de CPU e a quan-
tidade total declocksgastos pela aplicacao, enquanto que a quantidadedesgastos
com processamento sofre pequenas variacoes.
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Para gque houvesse garantia de que o CSBench nao estavgsejndacado por
criar processos em numero igual ao de processadores,caguide multiplicacao foi
alterada para também criar processos, mas os resultadms bastante parecidos com
os apresentados pela aplicacao sem a criacao de fillmoa. pdssivel explicacao para o
mau comportamento do CSBench nos experimentos pode ser iafaléncia dacache
de dados/instru¢des na execu¢ao do programa. Enteegsercomportamento, porém, &
objetivo de outros estudos que fogem ao escopo deste toabalh

4.3. Limitacdes

Por ser desenvolvido no nivel do usuario, o CPUResermmitatio pelo Sistema Ope-
racional da maquina. Cabe ao sistema operacional, porpaeprover interfaces para
chamadas ao sistema responsaveis por configurar a afirddgutecessadores, alterar a
prioridade de processos e a politica de escalonamentoieinade. A impossibilidade
de atender aplicagdes com periodo/fatia de tempo meoeea de urjiffy* consiste em
uma das limitagdes impostas pelo Sistema Operacional

Ainda por executar no nivel do usuario, 0 CPUReserve pofilersa interferéncia
de outros processos na mudanca de prioridade das aikaendo gerenciadas (coman-
dos do tiponice por exemplo). Para que a reserva seja feita de forma centdste
preciso garantir que o servidor CPUReserve seja executado o de maior prioridade
no sistema, sendo seguido em prioridade pelas aplicastgsais ele gerencia.

A execucao do servidor & imprevista em situacoes enmhguauita carga de tra-
balho na maquina. Nesses casos, pode acontecer de um aelqinae sem que o tratador
possa ser chamado naquele momento. Para que isso naocac@nimportante confi-
gurar a variavel RESERVATIONIMIT de modo que o Sistema Operacional nao sofra
limitacbes para a sua execucao.

5. CPUReserve e Mquinas Virtuais

Durante a fase de criacao de uma maquina virtual, éngessSpecificar o quanto de
memoria, disco e processamento que a maquina contera.e€ga especificacao, moni-
tores de maquinas virtuais sao capazes de prover isotandendesempenho entre 0s
diferentes dominios presentes hardware através da multiplexacao dos recursos das
maquinas.

Apesar do isolamento de desempenho ser garantido com 0 ustAg@nas
virtuais, o custo para o gerenciamento das mesmas € altae ipeiabilizar a pra-
tica de isolar a execucao de aplicacbes colocando-aglitarentes maquinas vir-
tuais [Gupta et al. 2006]. Por outro lado, a execucao des maiuma aplicacao por
maquina virtual deixa de garantir o isolamento de deseimperComo alternativa, é
possivel visualizar ambientes de isolamento hibridakeaoexistem maquinas virtuais
e gerenciadores de reserva no nivel do usuario.

A figura 3 apresenta um ambiente hibrido contendo uma kjeige reservas,
onde uma magquina fisica & representada com duas maquimizais. Na primeira de-
las, existe uma instancia do CPUReserve responsavelgpengar de forma mais fina

4Um jiffy corresponde a duracio de dick do relogio do sistema. Tipicamente, esse valor & igual a
10ms em sistemas Linux.
50s tempos de execugao dos processos nos arquivos /gistdpsac dados ejiffies.
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a reserva de processamento entre as aplicacdes de uma mmégquina virtual. Nessa
maquina, & possivel que diversas aplicacdes exeattagorrentemente, sem que o de-
sempenho entre elas seja afetado. Pode-se, por exempémifiesp que a primeira
magquina sera executada ca@ifo de uma CPU e a aplicacaol cat% desse$0%,

ou seja, com aproximadament&% da capacidade de processamento de uma CPU. Ja
na segunda maquina virtual, o isolamento de desempenhoaatglo se somente uma
aplicacao for executada, banalizando assim a criagdamdas maquinas virtuais quando
novas execucdes forem solicitadas.

User Software User Software

CPUReserve

-
GuestOS GuestOS

Xen - Domain 0

!

Hardware

Figura 3. Hierarquia de reserva de processamento em m  aquinas virtuais.

A fim de validar a proposta de um ambiente hibrido, um piotaGtomo o apresen-
tado pela figura 3 foi construido com o Xen 3.Reznel2.6.16. Nesse prototipo, porém,
as reservas nao foram realizadas como esperado dado qup@de execucao dos pro-
cessos das maquinas virtuais nao espelham o seu uso dedbd dessas maquinas e
sim dentro da maquina fisica como um todo. Um processopkr&®cupada, por exem-
plo, se executado dentro de uma maquina virtual questEfmde CPU dedicada a ela,
nao aparece nos arquivos de monitoragao como consuhed®0% do processamento
da maquina virtual, mas sim d@%. Entender como as informa¢des de monitoramento
de processos sao geradas no Xen e adaptar o CPUReservelgai@ay processos nesse
monitor consiste em um objeto de trabalho futuro.

6. Conclusio

Este artigo descreveu a implementacao de um sistema @seava de processamento
no nivel do usuario baseado nas idéias propostas peld [P&RI and Nahrstedt 1997].
Ao contrario das abordagens tradicionalmente encorgradditeratura, o sistema resul-
tante, denominado CPUReserve, nao necessita de recqampitlokernel do Sistema
Operacional e nao causa sobrecargas no servidor, mesmdajuauitos clientes sao
monitorados. A escalabilidade apresentada nos test@s, @10 a arquitetura cliente-
servidor, sao caracteristicas fundamentais para o usoRPiitReserve em ambientes de
computacao compartilhada distribuida. Um caso de usamneenario como esse foi
descrito na Secao 4.2, alem disso, na Secao 5 uma @sondiaibrida do CPUReserve
com magquinas virtuais & proposta.

Alem de reservar fatias de tempo, o CPUReserve tambémtpasservar CPUs
em maquinas multiprocessadas. Essa facilidade foi atd pestar as opcdes de reserva
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do proprio sistema quando pbdde-se saturar somente uregsador da maquina e ver
como o servidor se comportava em tal situacao sem que erssbperacional ficasse

inoperante por excesso de carga de trabalho. Espera-sesgueaeacteristica de gerenciar
processadores seja Util em outros testes de escalakilidad

Por outro lado, algumas caracteristicas do DSRT ainddaram implementadas
no CPUReserve pela auséncia de necessidade imeHiataaso da APl de reserva que
pode ser inserida no codigo das aplica¢des para que mt®dbs recursos seja feito de
forma mais precisa. Outra caracteristica € a possibididie classificacao das aplicacdes
de acordo com o perfil de uso de processamento - periddicpeayiddico.

Por fim, a forma como o CPUReserve foi implementado, buscaegarar as
politicas de reserva dos mecanismos em si, facilita asadisubstituicao de politicas de
reserva. Desenvolver novas politicas, assim como por@PWdReserve para ambientes
Windows, consistem em trabalhos futuros a serem desedeslvi
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