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Abstract. The high churn and low bandwidth characteristics of peer-to-peer
(P2P) backup systems make recovery a time consuming activity that increases
system's outage. This is especially disturbing from the user perspective, because
during outage the user is prevented from carrying out useful work. Nevertheless,
at any given time, a user typically requires only a small fraction of her data to
continue working. If the backup system is able to quickly recover such files, then
the system's outage can be greatly reduced, even if a large portion of the data
lost is still being recovered. In this paper, we evaluate the use of a file system
working set model to support efficient recovery of a P2P backup system. By ex-
ploiting a simple LRU-like working set model, we have designed a recovery me-
chanism that substantially reduces outage and allows the user to return faster to
work. The simulations we have performed show that even this simple model is
able to reduce the outage by as much as 80%, when compared to the state-of-
practice in P2P backup recovery.

Resumo. A alta intermiténcia e as limitagoes de banda passante dos nos caracte-
risticas de sistemas de backup entre-pares (P2P, do inglés peer-to-peer) aumen-
tam o tempo necessario para recuperar o backup, o que por sua vez aumenta a
indisponibilidade do sistema (outage). Contudo, a qualquer instante, apenas uma
fragdo dos dados é necessaria para que o usudrio prossiga com o seu trabalho.
Se o sistema de backup for capaz de recuperar prioritariamente essa frac¢do, o
outage pode ser reduzido, mesmo que uma parcela significativa dos dados ainda
esteja sendo recuperada. Neste artigo nos avaliamos o uso de um modelo de con-
Jjunto de trabalho de arquivos para aumentar a eficiéncia da recuperagdo de um
sistema de backup P2P. Nos exploramos um modelo muito simples que prioriza
os arquivos mais recentemente usados (LRU). A avaliacdo por simulacdo do me-
canismo proposto mostra que ele é bastante eficiente, podendo atingir redugoes
de até 80% do tempo de outage, quando comparado ao mecanismo usado atual-
mente pelos sistemas de backup P2P.
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1. Introducao

Os computadores estdo cada vez mais presentes nas nossas vidas, facilitando a execucao
de nossas atividades e permitindo armazenar informagdes digitalmente. O armazenamento
digital de informacgao permitiu ao individuo médio armazenar uma grande massa de dados
regularmente. Contudo, a integridade desses dados pode ser comprometida por falhas de
hardware, virus, entre outras causas comuns, sem aviso prévio. Em muitos casos, a perda
desses dados ndo ¢ um fato toleravel e pode causar enormes prejuizos. A realizagdo de
copias dos dados (backup) pode anular ou, a0 menos amenizar, tais prejuizos. Atualmente,
existem vdrias técnicas de backup, as mais comuns sdo: armazenamento de copias em mi-
dias removiveis, servicos web de backup (ex. http://mozy.com/ e http://DataDeposit
Box.com/) e sistemas de backup colaborativo entre-pares (P2P, do inglés peer-to-peer) [1,
2,3,4].

Com base no fato de que, comumente, usudrios ndo utilizam por completo a capa-
cidade de armazenamento de suas maquinas [5], sistemas de backup P2P compartilham a
capacidade de armazenamento ociosa dos nds' e os conecta de maneira colaborativa, pro-
movendo um servico mutuo de backup. Cada nd possui uma colegdo de arquivos (backup
set) que ¢ replicada no espago ocioso dos outros nés. Dado que os nds sdo componentes
ndo-confidveis, isto €, podem abandonar o sistema ou sofrer falhas a qualquer momento,
torna-se um desafio a constru¢dao de um sistema de armazenamento confiavel [4]. Dessa
forma, confiabilidade e recuperabilidade surgem como métricas essenciais para avaliar o
seu funcionamento.

A confiabilidade diz respeito a persisténcia de um backup ao longo de um interva-
lo de tempo. Um sistema ¢ dito confiavel se prové garantias de integridade dos dados e
maximiza a sua probabilidade de recuperagdo no futuro. A natureza distribuida dos siste-
mas P2P beneficia a confiabilidade, uma vez que a distribui¢do geografica dos nos previne
a perda de dados por catéstrofes locais [4].

A recuperabilidade, por sua vez, avalia a eficiéncia do mecanismo de recuperagao,
comparando o tempo necessario para recuperar o backup em um determinado sistema ao
tempo de recuperacao do mesmo backup em um sistema ideal, no qual toda a banda do n6
consegue ser efetivamente alocada durante todo o processo de restauracdo de backup. Na
pratica, a recuperabilidade é muito menor que o caso 6timo. Isso ocorre porque a ocupa-
¢do da banda depende da disponibilidade e da largura de banda provida pelos outros nos
do sistema P2P. Além disso, mesmo quando a recuperabilidade ¢ alta, o tempo total de
recuperacdo pode ndo ser satisfatorio. Considerando, por exemplo, um backup set de
10GB e uma conexdo com a Internet de 300Kbps, sdo necessarias pelo menos 78 horas
para recuperar os dados. Durante esse periodo, o usudrio permanecera, potencialmente,
impedido de utilizar o sistema, trazendo um inconveniente que pode acarretar prejuizos.

O periodo de tempo durante o qual o sistema fica indisponivel para o usuario ¢
chamado de outage. Esse periodo inicia-se com a falha que comprometeu os dados do u-
suario e tem seu término quando o sistema retine condi¢des para que o usuario retorne as
suas atividades. Na maioria dos sistemas de backup, o usuario s6 pode voltar a utilizar o

! Usaremos o termo né para nos referirmos a maquina de um usuério do sistema P2P, ou seja, um n6 é um
peer no sistema P2P.
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sistema apos a recuperagao completa do backup set, caso em que o outage coincide com o
tempo de recuperagdo. Isso ocorre porque o mecanismo de recuperacao trata o backup set
como uma por¢ao homogénea de dados, desconsiderando caracteristicas que tornam os
arquivos distintos entre si e que podem ser exploradas para a elaboragdo de mecanismos
mais eficientes de recuperagao.

E sabido que acessos ao sistema de arquivos nio sdo realizados aleatoriamente [6,
7]; a correlagdo de arquivos quanto ao acesso cria distingdes entre si. Além disso, o usua-
rio ndo precisa de todo o conjunto de dados para prosseguir com o seu trabalho. A qual-
quer instante, apenas uma fracao dos dados, denominada conjunto de trabalho, ¢ efetiva-
mente utilizada. Um sistema de backup pode explorar as relagdes de acesso entre arquivos
para identificar essa fragdo e priorizar a sua recuperacdo. Dessa forma, arquivos priorita-
rios a demanda de trabalho do usuario sao recuperados primeiro, fazendo com que o usua-
rio possa retomar suas atividades antes do tempo total de recuperacao. O processo de re-
cuperacgao segue com a restauragdo do restante do backup set, sem prejuizo ao trabalho do
usuario.

Neste trabalho, nds avaliamos o impacto que a utilizagdo de um modelo de con-
junto de trabalho de arquivos tem na recuperabilidade de sistemas de backup P2P. Nos
apresentamos um modelo de conjunto de trabalho simples que ¢ usado para priorizar os
arquivos que devem ser recuperados prioritariamente apos a ocorréncia de uma falha ca-
tastrofica’. Utilizamos simulagdes alimentadas por dados de rastros de execucio (fraces)
reais de utilizacao de sistemas de arquivos para avaliar esta nova abordagem de mecanis-
mo de recuperagdo. Nossos resultados indicam que mesmo uma abordagem simples que
prioriza os arquivos mais recentemente usados (LRU, do inglés Least Recently Used), po-
de diminuir em até 80% o outage. Em alguns casos, a espera do usuario ¢ reduzida em
dias e em nenhum caso o modelo de conjunto de trabalho incrementou o outage.

Na se¢do seguinte, discutimos os trabalhos relacionados a priorizacdo de arquivos
em sistemas de armazenamento. Na Secao 3, apresentamos a solugdo proposta, detalhando
a relagdo entre o outage ¢ o tempo de recuperacdo total de um backup. A avaliacdo do
mecanismo proposto € apresentada na Sec¢dao 4. A Secdo 5 conclui o trabalho, com um
breve sumadrio das contribui¢des e apontando possibilidades de trabalhos futuros.

2. Trabalhos Relacionados

Modelos que priorizam arquivos em sistemas de armazenamento t€m sido alvo de varios
estudos reportados na literatura. Entretanto, nenhum dos modelos apresentados tem como
foco o processo de recuperacgdo de backup.

Santhosh [8] apresentou um algoritmo de substitui¢do para cache semantico, ali-
mentado por padrdes de acessos ao sistema de arquivos. A solucdo considera que o padrao
de acesso de arquivos em sistemas de arquivos distribuidos ndo ¢ aleatorio e que € possi-
vel inferir relagdes entre arquivos através deste padrdo. Tais relagdes podem ser utilizadas
em mecanismos de pre-fetching de arquivos.

Tait e Duchamp [6] propuseram uma solucao de file hoarding, chamada transpa-
rent analytical spying, que monta um conjunto de arvores de processos, formadas de a-

? Uma falha catastréfica causa a perda de todos os dados do usuario; um exemplo tipico é o crash do disco.
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cordo com a ordem em que os processos sdo executados e os arquivos acessados. Monta-
das as arvores de acesso, heuristicas sdo utilizadas para distinguir arquivos de aplicagdes
dos arquivos do usudrio. A implementagdo desta solugdo requer um acoplamento maior ao
sistema operacional, devido a auséncia de uma API comum, que fornega informagdes so-
bre acesso ao sistema de arquivos agregadas por processo.

Kuenning propos o Seer [7], que utiliza o conceito de distdncia seméantica para a-
grupar arquivos relacionados. A distdncia semantica relaciona os arquivos segundo seus
padrdes de acesso. No mesmo trabalho, sdo apresentadas heuristicas para remover acessos
ao sistema de arquivos que nao possuem valor semantico, realizados por aplicacdes de
busca e scanners, que prejudicam o algoritmo de inferéncia de relagdes entre os arquivos.
Posteriormente, em um estudo de otimizagdo dos parametros do Seer, Kuenning et al [9]
descobriram que, nos cendrios que apresentavam os melhores resultados, o Seer se com-
portava como uma versao levemente modificada do algoritmo de substituicdo LRU. A
simplicidade dessa abordagem, aliada aos bons resultados apresentados no estudo, nos
levou a adota-la como guia para implementacao do nosso modelo de conjunto de trabalho.

Ainda como trabalhos relacionados, existem varios sistemas de backup P2P [1, 2,
3, 4], dotados de mecanismos proprios de garantia de requisitos de recuperabilidade e con-
fiabilidade. Contudo, nenhum destes sistemas apresenta propostas de mecanismos com
objetivo de reduzir o outage do sistema.

3. O Papel do Modelo de Conjunto de Trabalho

O problema que estamos tentando resolver ¢ a diminui¢do do outage. A Figura 1 ilustra a
relacdo entre o outage e o tempo total de recuperacao (7R) em um processo de recupera-
¢do de um backup apds uma falha catastrofica. No estagio 1, o sistema estd totalmente
funcional. O estagio 2 representa a ocorréncia de uma falha na qual uma parcela significa-
tiva dos dados do usuério sdo perdidos, impossibilitando que ele continue executando o
seu trabalho. A partir deste momento ¢ iniciado o processo de restauracao do sistema. O
estagio 3 representa o momento em que dados essenciais as atividades do usudrio foram
recuperados. Neste estagio, o usudrio ja pode retomar suas atividades, muito embora ainda
existam arquivos do backup set a serem recuperados. O estdgio 4 aponta o fim do proces-
so de recuperacdo, quando necessariamente o sistema estd novamente completamente fun-
cional.

Tempo Total de Recuperacao

Qutage

........... 7 ] recmec | .
& & & )
> & ®

Figura 1. Relagao entre outage e TR.

E importante perceber que o desenvolvimento das tecnologias da informagdo e
comunicagdo estd fazendo com que a quantidade de informagdo digital gerada e armaze-
nada por usudrios aumente de forma acentuada. Nao ¢ incomum que um usuario domésti-
co possua alguns giga bytes (GB) de informacdo armazenados em seus computadores pes-
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soais. Entretanto, como discutido anteriormente, em um determinado instante de tempo,
apenas uma pequena fragdo desses dados ¢ efetivamente utilizada. Denominamos de con-
Jjunto de trabalho esse subconjunto de arquivos, necessarios para que o Usuario possa con-
tinuar suas atividades apos uma falha que exija a recuperagao de todo o seu backup, ou de
pelo menos uma parte significativa do mesmo.

Quando a recuperacgao do backup nao usa qualquer mecanismo de priorizagao dos
arquivos, o outage tende a ser proximo do 7R, pois a probabilidade de um arquivo esco-
lhido de forma aleatdria do backup set pertencer ao conjunto de trabalho €, normalmente,
pequena. O papel do modelo de conjunto de trabalho ¢ inferir, com grande probabilidade
de acerto, o conjunto de trabalho do usuario, e, assim, priorizar a recuperacao desses ar-
quivos. Dessa forma, o modelo de conjunto de trabalho nada mais ¢ que uma relagio de
ordem total dos arquivos do backup set do usudrio, baseada na probabilidade inferida de
um arquivo ser utilizado em um futuro préximo. Nossa conjectura ¢ que a utilizacao de
um modelo de conjunto de trabalho de arquivos para priorizar a recuperagao dos arquivos
em um backup possa diminuir o outage.

Um modelo de conjunto de trabalho 6timo prioriza os arquivos de acordo com a
ordem em que serao utilizados no futuro. Dado que ¢ dificil, sendo impossivel, determinar
quando um arquivo serd utilizado no futuro, optamos por um modelo de conjunto de tra-
balho comprovadamente ndo-6timo, mas de simples implementacdo e que apresenta bons
resultados. Baseado no trabalho de Kuenning et al [9], o conjunto de trabalho estabelece
uma ordenagdo de relevancia temporal, de maneira semelhante ao algoritmo classico L-
RU. A ordenagdo temporal, no entanto, ndo ¢ utilizada para retirar elementos do conjunto
de trabalho, mas para ordené-los de acordo com a sua relevancia. Acreditamos que consi-
derar arquivos, ao invés de diretorios, como a unidade a ser tratada pelo LRU nos deixa
muito mais proximo de acertar o conjunto de trabalho do usuério, assumindo que a proba-
bilidade de um diretorio ter todos os seus arquivos sendo utilizados pelo usuario em um
futuro proximo € baixa.

4. Avaliacao

O outage e o tempo total de recuperag@o sao influenciados por uma combinacdo de varios
fatores. Entretanto, ¢ dificil modelar cada possivel evento capaz de prolongar o processo
de recuperagdo de um backup. A modelagem analitica se torna ainda mais dificil, conside-
rando-se que estes eventos divergem enormemente quanto a seus valores. Um estudo rea-
lizado por Saroiu et al [10] mostrou que os nos participantes das redes Napster ¢ Gnutella
sdo heterogéneos quanto a muitas caracteristicas: largura de banda, laténcia, tempo de vi-
da e dados compartilhados. Em alguns casos, esses valores apresentam variagdes de trés a
cinco ordens de grandeza entre os nos.

Em geral, simula¢des permitem a modelagem de sistemas mais proximos da reali-
dade que na abordagem analitica. Cendrios em que sdo variados o tamanho do backup set,
o momento em que a falha ocorre no sistema, entre outras variaveis, auxiliam na verifica-
¢do do impacto dessas variaveis na recuperagdo do backup. Portanto, considerando o am-
biente dindmico que envolve o comportamento dos nds em sistemas P2P reais e a dificil
modelagem analitica do sistema, o problema foi abordado a partir de simulagdes.
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4.1. Modelo de Simulacao

Desenvolvemos um simulador de eventos discretos, no qual as entidades tipicas do pro-
cesso de recuperagao de backup e do sistema do usuario sdo modeladas. Um no exerce o
papel de consumidor ou de provedor. Um consumidor submete requisigdes de recuperagao
para os provedores. Os provedores, por sua vez, armazenam o backup dos consumidores e
atendem as requisi¢des de recuperagdo que disparam a transferéncia de arquivos dos pro-
vedores para um consumidor. Quando a soma das taxas de upload dos provedores supera
a taxa de download de um consumidor, um mecanismo de particionamento do canal de
comunicacdo ¢ executado, dividindo uniformemente o canal, simulando o caso médio de
sockets TCP.

Assumimos que os arquivos do backup set sao distribuidos aleatoriamente entre os
provedores e que o backup efetuado nos noés ¢ sempre perfeitamente sincronizado com o
backup set. Note que estas simplificagdes ndo afetam os resultados, ja que estamos inte-
ressados exclusivamente no processo de recuperagao do backup. Mecanismos que mante-
nham o backup sincronizado estao fora do escopo desse trabalho.

Quanto a disponibilidade dos nos, consideramos que o consumidor esta todo tem-
po on-line e que os provedores seguem os padroes de disponibilidade apresentados no es-
tudo de Stutzbach e Rejaie [11], que sugere que a distribuicdo Weibull (shape B, scale o)
fornece um modelo apropriado para tempo de sessdo e tempo de desconexao dos nés em
um sistema P2P.

A simulacdo da recuperag¢do usando um modelo de conjunto de trabalho consiste
em duas fases: uma fase de treinamento, que serve para gerar o modelo de conjunto de
trabalho e uma fase de recuperagdo do backup set, propriamente dita, utilizando o conjun-
to de trabalho obtido na fase de treinamento. A simulagdo da recuperagdo sem utilizar o
modelo de conjunto de trabalho executa apenas a segunda fase descrita acima, fazendo
uma escolha aleatoria da ordem em que os arquivos do backup set sdo recuperados.

O simulador ¢ alimentado por eventos de sistemas de arquivos, produzidos a partir
de rastros de execugdo reais, que indicam em que instantes de tempo arquivos do sistema
de arquivos da maquina de um consumidor sdo acessados. O pardmetro tempo de falha
(F7T) indica em que instante de tempo a falha catastrofica ocorreu. Ele serve para indicar
os pedagos do rastro que serdo usados em cada uma das fases de execucgdo da simulagdo,
com a informagao anterior a /T sendo usada para a fase de treinamento (quando necessa-
ria) e a informacgao posterior a F'7 sendo usada na fase de recuperagdo do backup. Durante
a fase treinamento, as entradas do rastro sdo convertidas em eventos de sistema de arqui-
vos e utilizadas para alimentar o algoritmo de geracao do conjunto de trabalho. A recupe-
racao do backup se inicia logo apds a falha, sendo que decorrido o intervalo de tempo re-
lativo ao outage as entradas do rastro posteriores ao F'7 passam a ser utilizadas para simu-
lar a seqiiéncia de acesso a arquivos que o usudrio faria para continuar suas atividades
normais. Definimos que um file miss ocorre quando o rastro indica a ocorréncia de um
acesso a um arquivo que ainda nao foi recuperado do backup.

O resultado obtido na simulag@o ¢ composto por dois valores: o tempo total de re-
cuperagao e o valor estimado do outage. O tempo total de recuperacao ¢ medido desde o
momento em que a falha ocorreu (F7), at¢ o momento em que todos os arquivos foram
recuperados. O outage, por outro lado, depende da seqiliéncia futura de acessos ao arqui-
vo,sendo definido com o menor intervalo de interrup¢@o na utilizacdo da maquina, tal que
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o re-inicio das atividades do usudrio ndo gere nenhum file miss até que o backup seja to-
talmente recuperado. Mais precisamente, seja 70 o tempo no qual o usuério retoma suas
atividades, o outage ¢ dado pela diferenca TO-FT, onde 7O ¢ o menor tempo tal que a si-
mulagdo € concluida sem que file misses sejam gerados.

Calcular o valor exato do outage nao ¢ simples. O nosso simulador calcula um va-
lor aproximado da seguinte forma. Considerando que 70 ¢ um valor dentro do intervalo
[FT, FT+TR], ¢ realizada uma pesquisa bindria até que o tamanho do intervalo de busca
seja menor que 5 minutos, sendo este, portanto, o valor do erro maximo na estimativa do
outage.

4.2. Cenarios de Simulacao

Nas simulagdes, modelamos apenas um consumidor e 10 provedores, ja que nosso objeti-
vo ¢ apenas observar o impacto do conjunto de trabalho na recuperacao do backup de um
consumidor. Além disso, a motivacdo para a nossa investigagdo ¢ o desenvolvimento de
um sistema de backup P2P baseado em redes sociais [4], nas quais o nimero de provedo-
res € pequeno, pois reflete o tamanho da rede de amigos préximos de um consumidor.

Os dados empiricos observados no estudo de Stutzbach e Rejaie [11] indicam que
os eventos de chegada e partida de nds podem ser bem modelados com uma distribuicao
Weibull de parametros =0,59 e a=40. Ja os tamanhos dos arquivos presentes no backup
set sao modelados a partir dos resultados apresentados em Crovella et al [12], que esti-
mam que a distribui¢do de tamanho de arquivos em um sistema de arquivos UNIX segue
uma distribui¢do Paretto com parametros a=1,05 £=3.800.

Outro parametro do simulador € a largura de banda de upload dos nés provedores
e de download do n6 consumidor. As capacidades de banda passante de upload e downlo-
ad de cada n6 consideradas para os experimentos correspondem a valores fornecidos no
estudo de Horrigan [13]. Este estudo aponta que 50% dos nds conectados a Internet utili-
zam conexao por linha discada e o restante dos nds utiliza conexao de banda larga. Os nos
que utilizam banda larga ainda se dividem em dois segmentos: 25% utilizam conexdes de
128/384 Kbps para upload/download e o restante utiliza 384/1.500 Kbps. Baseado nestes
dados, os cenarios simulados consideram 5 provedores com capacidade de upload de 33,6
Kbps, 3 provedores com capacidade de upload de 128 Kbps e dois provedores com capa-
cidade de upload de 384 Kbps. O nd consumidor possui 1.500 Kbps de capacidade de
download.

Os rastros de execucdo utilizados foram coletados por Kuenning et al [9]. Estes
rastros foram utilizados para avaliar o Seer e estao disponiveis no diretdrio publico de ras-
tros do Seer [14]. Optamos pelos rastros da maquina Norgay, com padrdes de acesso cole-
tados em um intervalo de 61 dias, j& que o restante das maquinas apresentava problemas
de ordenagdo temporal em diversos pontos dos rastros. Um outro motivo para a escolha
desses rastros foi a longa duragao dos mesmos, que permitem a realizagdo de um estudo
mais adequado sobre o periodo de treinamento do modelo de conjunto de trabalho.

Além dos parametros ja citados, que definem uma configuracio base para a nossa
avaliacdo, definimos diferentes cendrios através da variagdo de trés outros pardmetros do
modelo de simulagdo: o tamanho do backup set, a sobrecarga de armazenamento, € o ins-
tante da falha.
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O backup set usado nas simulagdes corresponde ao conjunto de arquivos perten-
centes a pasta pessoal do usuario. Os tamanhos dos backup sets (S) utilizados sdo: 0.5GB,
1.5GB e 3.0GB. Nem todos os rastros utilizados continham referéncias a arquivos com o
volume de dados desejado, entdo o backup set foi preenchido com arquivos ficticios, ge-
rados aleatoriamente, até que este tamanho fosse alcangado. Os arquivos inseridos corres-
pondem aos arquivos que, apesar de pertencerem ao backup set, ndo sao acessados duran-
te o periodo de coleta do rastro de execugdo. Alguns exemplos desses arquivos sdo fotos,
videos e documentos antigos do usudrio, que muito embora sejam raramente acessados,
compdem, muito provavelmente, uma parte significativa do backup set.

A sobrecarga de armazenamento (k) ¢ o nimero de réplicas para cada arquivo do
backup set, que sera armazenada nos provedores. E esperado que maiores valores de k
produzam menores valores de outage e tempo total de recuperagdo. Por outro lado, maio-
res valores de & implicam na necessidade de uma maior contribuicao para o sistema de
backup P2P. Idealmente, para fazer backup de n bytes um n6 deve ofertar ao sistema kxn
bytes de seu disco. Foram avaliados cendarios onde k assume os valores 1,2, 3,4 ¢ 5.

O tempo de falha (F7) é o parametro que determina o ponto no rastro de execugao
em que a falha ocorreu. Para os rastros utilizados, os valores possiveis variam entre 0 e 61
dias. Foram considerados tempos de falha de 26, 29, 32, 35, 38 dias ap6s o inicio do ras-
tro.

4.3. Resultados dos testes

Para garantir representatividade na anélise das amostras, todos os cendrios discutidos na
sec¢do anterior foram executados um numero de vezes suficiente para garantir um nivel de
confianca de 95% com um erro inferior a 5% para mais ou para menos. No cenario que
demandou um maior niimero de simulagdes foram necessarias 150 execugoes.

O objetivo do nosso trabalho € avaliar o impacto do uso do modelo de conjunto de
trabalho no processo de recupera¢do do backup, mais precisamente na sua influéncia em
relacdo ao outage (O). O valor absoluto de O é uma indicagio de quanto se pode reduzir a
indisponibilidade do sistema através do uso de conjuntos de trabalho. Muito embora esta
seja uma métrica importante, ela ndo permite a comparagao do desempenho do sistema em
cenarios diferentes, dado que essa ndo ¢ uma métrica normalizada. Desse modo, além do
valor de O, analisamos também uma outra métrica chamada de reduc@o da indisponibili-
dade do sistema (Ogecrease). A reducao de indisponibilidade ¢ uma métrica normalizada
definida por:

Ouecrease = (Orwows — Orwws)/ Orwows,
onde Ogrpows € 0 outage obtido sem o uso do conjunto de trabalho na recuperagdo, em que
a ordem de recuperagdo dos arquivos ¢ aleatoria, € Ogpws € 0 outage obtido quando se
utiliza o conjunto de trabalho na recuperagao.

A Figura 2 mostra os valores do outage agrupados pelo tamanho do backup set e
pela sobrecarga de armazenamento. O impacto do uso do conjunto de trabalho, conside-
rando-se apenas o valor absoluto em horas, ¢ maior para menores valores de k. No cendrio
com $=3GB ¢ k=1 a diferenca entre Ogp,ws € Orwws foi maior que 40 horas, enquanto que
no cenario com mesmo valor de S e k=5 a diferenga foi de apenas pouco mais de 4 minu-
tos. Contudo, ¢ importante lembrar que para prover uma sobrecarga de armazenamento
maior que 1, os nés de sistema colaborativo de backup tém que doar uma quantidade de
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recursos que ¢ diretamente proporcional a k. Portanto, o modelo de conjunto de trabalho
se apresenta como uma alternativa a sobrecarga de armazenamento, diminuindo o oufage

sem aumentar o consumo de recursos.
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Um resultado esperado que pode ser observado na Figura 2 ¢ que a indisponibili-
dade aumenta a medida que o tamanho do backup set cresce, e é reduzida com o incre-
mento da sobrecarga de armazenamento. O aumento do backup set implica em mais dados
para serem recuperados, € por conseqiiéncia, maior tempo de recuperacao do backup. Ja o
aumento da replica¢do possibilita melhor uso do canal de comunicagdo, permitindo uma
recuperacao mais rapida do backup. Finalmente, os resultados apresentados na Figura 2
mostram que o outage ¢ bem menor que o tempo de recuperacao total. Este resultado con-
firma nossa hipoétese inicial de que o usuario pode retornar as suas atividades muito antes
da recuperacao total do backup, podendo economizar dias de trabalhos que de outro modo
seriam perdidos, e reforga a importancia de um modelo de conjunto de trabalho para recu-

Figura 2. Outage em horas X sobrecarga de armazenamento. Resultados para um

backup set de tamanho (A) 0.5GB, (B) 1.5GB e (C) 3.0GB.

peracao de backups em sistemas P2P.
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Figura 3. Redugao do outage X sobrecarga de armazenamento. Resultados para um bac-
kup set de tamanho (A) 0.5GB, (B) 1.5GB e (C) 3.0GB.

A Figura 3 mostra os resultados da redu¢do da indisponibilidade, também agrupa-
dos pelo tamanho do backup set e pela sobrecarga de armazenamento. Estes resultados
complementam os da Figura 2, pois demonstram o impacto do uso do conjunto de traba-
lho de maneira proporcional. A melhor redugdo (80,9%) foi obtida no cenario com
$=0.5GB ¢ k=4 e o pior caso (3,7%) no cenario com S=3GB e k=5. Na maioria dos cena-
rios o valor de O gecreqse 01 maior que 35%. Finalmente, observa-se que a indisponibilidade
nao foi incrementada em nenhum dos cenarios analisados.

5. Conclusao e Trabalhos Futuros

Neste trabalho apresentamos um modelo de conjunto de trabalho para recuperacao de ar-
quivos em um sistema de backup P2P, bem como uma metodologia de avaliagao do im-
pacto deste modelo na reducdo da indisponibilidade do sistema para o usudrio. Por fim,
apresentamos resultados de experimentos obtidos através da execucdo desta metodologia,
variando parametros de tamanho de backup set, sobrecarga de armazenamento e tempo de
falha. De acordo com os nossos resultados, esta indisponibilidade pode ser reduzida em
até¢ 80%, quando comparada com aquela obtida com a utilizagdo da estratégia de recupe-
racao dos atuais sistemas de backup P2P. O impacto do conjunto de trabalho foi mais sig-
nificativo nos cendrios com menor sobrecarga de armazenamento, chegando a diminuir o
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outage em dias. Além disso, ndo houve um cendrio sequer em que o outage fosse incre-
mentado pelo uso do modelo de conjunto de trabalho. Nossos resultados também indicam
que o outage ¢ muito menor que o tempo total de recuperacdo, o que implica que o usua-
rio pode retornar ao trabalho muito antes da recuperagao total do backup.

Apesar dos bons resultados apresentados, ainda ha necessidade de complementa-
¢oes do estudo. Acreditamos que uma alta variabilidade no padrao de acesso ao sistema de
arquivos pode afetar em muito 0 mecanismo proposto, por isso faz-se necessaria a simula-
¢ao de mais cenarios, com rastros de execucao de multiplas classes de usuarios com graus
distintos de variagdo no acesso ao sistema de arquivos. Outro fato que deve ser levado em
consideracdo ¢ a utilizagcdo de uma janela de historico de tamanho fixo. Essa janela limita-
ria a quantidade de informagao apresentada ao mecanismo de detec¢do de conjunto de tra-
balho, e poderia fornecer indicios da importancia de historicos de curto, médio e longo
prazo na recuperagao de backup.

Ha ainda outros aspectos relevantes que foram levantados ao longo da pesquisa
deste trabalho e que podem levar a melhoramentos na eficiéncia de sistemas de backup
P2P como um todo. Alguns desses aspectos s3o: o refinamento de heuristicas para detec-
¢do de arquivos de maior importancia; a implementagao de outros modelos de conjunto de
trabalho; e a alocacdo de réplicas de arquivos prioritdrios em nds que apresentam maior
disponibilidade e banda. Além disso, o modelo atual ndo aproveita as informagdes de pa-
drdes de acesso ao sistema de arquivos durante o processo de recuperacdo. Essa informa-
¢do poderia ser utilizada em associagdo com algoritmos de pre-fetching, antecipando a
transferéncia de arquivos necessarios que ndo estavam sendo priorizados pelo conjunto de
trabalho no momento anterior a falha.

Todos os aspectos mencionados acima estdo sendo considerados no contexto de
um sistema de backup P2P chamado OurBackup, que esta sendo desenvolvido por nosso
grupo de pesquisa [4]. Para alimentar nosso algoritmo de conjunto de trabalho ¢ necessé-
rio um mecanismo que fornega informacao dos tempos de acesso dos varios arquivos do
backup set, podendo ser implementado através de um mecanismo de notificagdes de even-
tos no sistema de arquivos. No Linux, este mecanismo pode ser implementado através do
INotify, que ¢ mecanismo assincrono de notificacdo de eventos no sistema de arquivos. O
Microsoft Windows também fornece, através da API Win32, funcionalidades semelhantes
ao INotify, tendo apenas a limitagdo de ndo informar eventos de abertura de arquivos.
Como o OurBackup segue um modelo P2P, todo o calculo do LRU sera efetuado local-
mente, implicando apenas na manutencdo de uma lista ordenada, ndo trazendo, assim,
problemas de escalabilidade para o sistema.
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